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FOREWORD

From comments by the readership of the ASME Guide to Verification and Validation in
Computational Solid Mechanics [1] (henceforth referred to as V&V 10), the

ASME V&V 10 Committee on Verification and Validation in Computational Solid Mechanics
recognized the need for another document that would provide a more detailed step-by-step
description of a V&V application. The present document strives to fill that need by applying the
general concepts of V&V to an illustrative example.

The authority of a standards document derives from the consensus achieved by the members
of a standards committee (about 20 active members in V&V 10), whose interests span ‘a broad
range. Achieving such consensus is a long and difficult task, but the ultimate benefit to the
computational mechanics community justifies the effort. Many compromises were\made in the
creation of the present illustrative example document. The main balance soughtwas to communi-
cate to the reader on a basic level without distorting the many nuances.‘associated with the
exacting principles of verification and validation. The danger with being-too basic is that the
reader might take simplified concepts and statements out of the context &f the illustrative example,
and generalize them to situations not intended by the authors. The cotresponding danger with
being too exacting is that the reader might neither understand nor-desire to understand the subtle
points introduced by repeated qualification of terms (e.g., a “¥alidated model” versus “a model
validated for its intended use”). In most cases, the Committee.favored clarity over completeness.

The scope of the document has evolved considerably since-ts inception. For example, the initial
intent was to include as a lead-off example a one-experiment-to-one-calculation comparison
without regard for uncertainties in either, since this is'easiest to communicate and relate to readers
and their possible past experience with validatiom:*However, as a result of internal discussions
and external reviews, the Committee came\fo accept that to maintain consistency with
V&V 10, the recommended validation procedures must always account for uncertainties in both
the calculations and the data that are compared. This led the Committee to restrict attention
to validation requirements and metri¢s‘that depend directly on the underlying distributions
characterizing the uncertainties in (the calculations and data.

ASME V&V 10.1-2012 was approved by the V&V 10 Committee on December 2, 2011, the
V&V Standards Committee on-Eebruary 20, 2012, and the American National Standards Institute
as an American National Standard on March 7, 2012.

iv
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CORRESPONDENCE WITH THE V&V COMMITTEE

Gemrerat—ASME —Standards—are devetoped—and Tmaimntained - withtheintent to Tepresent the
consensus of concerned interests. As such, users of this Standard may interact with the Committee
by requesting interpretations, proposing revisions, and attending Committee meetings. Corret
spondence should be addressed to:

Secretary, V&V Standards Committee

The American Society of Mechanical Engineers
Three Park Avenue

New York, NY 10016-5990

Proposing Revisions. Revisions are made periodically to the Standard tg:incorporate changes
that appear necessary or desirable, as demonstrated by the experience gaisied from the applica-
tion of the Standard. Approved revisions will be published periodically.

The Committee welcomes proposals for revisions to this Standard. Such proposals should be
as specific as possible, citing the paragraph number(s), the préposed wording, and a detailed
description of the reasons for the proposal, including any pertinent documentation.

Proposing a Case. Cases may be issued for the purpose of providing alternative rules when
justified, to permit early implementation of an approved revision when the need is urgent, or to
provide rules not covered by existing provisions(*Cases are effective immediately upon
ASME approval and shall be posted on the ASME\Committee Web page.

Requests for Cases shall provide a Statement ofINeed and Background Information. The request
should identify the Standard, the paragraph;‘figure or table number(s), and be written as a
Question and Reply in the same format as‘existing Cases. Requests for Cases should also indicate
the applicable edition(s) of the Standard:to which the proposed Case applies.

Interpretations. Upon request, the-V&V Committee will render an interpretation of any require-
ment of the Standard. Interpretations can only be rendered in response to a written request sent
to the Secretary of the V&V Standards Committee.

The request for interpretation should be clear and unambiguous. It is further recommended
that the inquirer submit his/her request in the following format:

Subject: Cite the applicable paragraph number(s) and the topic of the inquiry.

Edition: Cite the applicable edition of the Standard for which the interpretation is
being requested.

Question: Phrase the question as a request for an interpretation of a specific requirement

suitable for general understanding and use, not as a request for an approval
of a proprietary design or situation. The inquirer may also include any plans
or drawings, that are necessary to explain the question; however, they should
not contain proprietary names or information.

Requests that are not in this format may be rewritten in the appropriate format by the Committee
prior to being answered, which may inadvertently change the intent of the original request.

ASME procedures provide for reconsideration of any interpretation when or if additional
information that might affect an interpretation is available. Further, persons aggrieved by an
interpretation may appeal to the cognizant ASME Committee or Subcommittee. ASME does not
“approve,” “certify,” “rate,” or “endorse” any item, construction, proprietary device, or activity.

Attending Committee Meetings. The V&V Standards Committee regularly holds meetings that
are open to the public. Persons wishing to attend any meeting should contact the Secretary of
the V&V Standards Committee.

vi



https://asmenormdoc.com/api2/?name=ASME V V 10.1 2012.pdf

ASME V&V 10.1-2012

AN ILLUSTRATION OF THE CONCEPTS OF VERIFICATION AND
VALIDATION IN COMPUTATIONAL SOLID MECHANICS

1 |EXECUTIVE SUMMARY

This Standard describes a simple example of verifica-
tion and validation (V&V) to illustrate some of the key
corjcepts and procedures presented in V&V 10. The
exgmple is an elastic, tapered, cantilever, box beam
er nonuniform static loading. The validation prob-
entails a uniform loading over half the length of

irements for comparing the calculated responses
measurements are specified in the V&V Plan, which
eveloped in the first phase of the V&V program.

red beam tested in the laboratory.
0 encompass as much of the general V&V process
as possible in this example, a computationalanodel was
developed specifically for the tapered beam problem,
evegn though it is more likely that.a”general-purpose
finjte-element code would be usediin practice. The con-
cegtual model is a Bernoulli-Euler'beam for which the
governing equations are solved-with the finite-element
method. The computatiornal model was verified
(chpcked for proper programming of the mathematical
el and the solution procedure) by comparing com-
pufed values of tip.displacement with an analytical solu-
to a relevant but simpler problem. A mesh
ement study initially revealed that the model did
nofl converge”at the expected theoretical rate. Further
diagnosis revealed a programming error, correction of
whiich’Ted to the proper convergence rate. Knowing the

The following two validation approachgs were
considered:

(a) a case where uncertainty data were not available
and obtained instead from subjeet matter expefts.

(b) a case where uncertainty.data were availalple from
repeat tests and calculations!

In both cases the same metfic was employed to demon-
strate the use of uncertainty information in thel model-
test comparison, The validation metric is a megsure of
the relative errot"between the calculated and measured
tip deflectiafy of the beam.

The safe) model was used in both validatioh cases.
In each*Case, the metric was compared to an accuracy
requitement of 10%. In both cases the model was vali-
dated successfully. Had the validation been unpuccess-
fal, it would have been necessary to correct any model
deficiencies, collect additional or improved expprimen-
tal data, or relax the validation requirement.

2 INTRODUCTION

This Standard is the first in a planned series ¢f docu-
ments elaborating on the verification and validat
ics addressed initially in the ASME V&V 10 Co
seminal document, Guide to Verification and Vali
in Computational Solid Mechanics (ASME V&V 10) [1].
V&V 10 was intentionally written as a high-levlel sum-
mary of the essential principles of verificatjon and
validation.

The present document provides a step-by-st¢p illus-
tration of the key concepts of verification and validation.
It is intended as a primer that illustrates much of the
methodology comprising verification and validation
through a consistent example.

The example selected is a tapered cantilevgr beam
under a distributed load. The deformation of thelbeam is

allowable error due to lack of convergence then allowed
an appropriate level of mesh refinement to be selected.

For validation (comparing with experimental results),
10 virtual trials of the same test were performed to quan-
tify the distribution of results due to unintended varia-
tions in material properties, construction of the test
specimens, and test execution. Other virtual tests were
conducted to characterize uncertainties in selected
model input parameters, namely rotational support
stiffness and elastic modulus.

modeled with traditional Bernoulli-Euler beam theory.
The supported end of the beam is fixed against deflec-
tion but constrained by a rotational spring. This non-
ideal boundary condition, along with variation in the
beam’s elastic modulus, enables us to illustrate the treat-
ment of uncertain model parameters.

The illustrative portion of the document begins with
the Verification and Validation Plan (section 5). This plan
is the recommended starting point for all verification
and validation activities. The V&V Plan provides the


https://asmenormdoc.com/api2/?name=ASME V V 10.1 2012.pdf

ASME V&V 10.1-2012

framework for conducting the verification and valida-
tion assessment and provides an outline for the timing
of activities and estimating required resources. The V&V
Plan is developed as a team effort with participation by
the customer (who provides the requirements), decision
makers, experimentalists, modelers, and those who will
perform the validation comparisons.

Having agreed ona V&V Plan, the next step is model

compufational model is required. This activity is called
verificafion and comprises two main parts: code and
calculafion verification (section 7). Code verification is
typicallly performed by comparing the results from ana-
lytical polutions to the corresponding computational
model gesults. Calculation verification is performed with
successfve grid refinements and estimations of the dis-
cretizatjon error using techniques based on Richardson
extrapdlation [5].

Having verified that the computational model is
mistakg-free for the cases tested, and having established
a level pf mesh refinement that produces an acceptable
discretipation error, the predictive calculation of thé.vali-
dation ¢xperiments can proceed. In parallel, the\valida-
tion experiments can be conducted and results fecorded.
The validation assessment is then madeyby: comparing
the out¢omes of the model predictionand‘the validation
experinpent to determine whether thte yalidation require-
ment his been satisfied.

The gemainder of this docuinent is organized as fol-
lows. The Purpose and Scope (section 3) describes which
parts of the V&V processiare, and are not, covered by
the illutrative example. Next, the Background (section
4) provjdes a review-of the verification and validation
process|and describes how the illustrative example fits
into anoverall\validation hierarchy — a key element in
the validatief process. Sections 5 through 9 contain the
illustrative example. The document ends with a brief

described in the Committee’s framework document,
Guide to Verification and Validation in Computational
Solid Mechanics (V&V 10). V&V 10 intentionally omitted
examples, as its purpose was to provide “a common
language, a conceptual framework, and general guid-
ance for implementing the process of computational
model V&V,” an already broad scope for a 27-page con-
sensus document. The present document is the f1rst ina

has planned to 1ncrementally ﬁll the gap between V&Y
and a set of recommended practices.
To appeal to a broad range of mechanics backgrounds,
a cantilever beam problem has been selected to illustrate
the following aspects of V&V. The numbers in parenthe-
ses are references to sections and patagraphs in V&Y 10
as follows:
(a) validation plan (para. 2.6)
(1) validation testing.(para. 2.6.1)
(2) selection of response features (para. 2.6.2)
(3) accuracy requifements (para. 2.6.3)
(b) modeling development (section 3)
(1) concepfual model including intended pse
(para. 3.1)
(2) mathematical model (para. 3.2)
(3)<¢omputational model (para. 3.3)
(¢)\«erification (section 4)
(1) code verification: comparisons using analytjical
solution (para. 4.1)
(2) calculation verification: mesh convergehce
(para. 4.2)
(d) parameter estimation (para. 3.4.1)
(e) validation (section 5)
(1) validation experiments (paras. 5.1 and 5.2)
(2) comparison of experimental results and mddel
prediction (para. 5.3)
(3) decision of model adequacy (para. 5.3.2)
(f) uncertainty quantification (para. 5.2)
(¢) documentation (paras. 2.7, 4.3, and 5.4)

4 BACKGROUND

V&V is required to provide confidence that the resplts
from computational models used to solve complex piob-
lems are sufficiently accurate and indeed solve|the
intended problem. The conceptual aspects of V&V |are

Summary (section 10), which restates the key results
from the illustrative example, and finally some
Concluding Remarks (section 11) providing a look to
the future of ASME V&V 10 verification and validation
activities.

3 PURPOSE AND SCOPE

The purpose of this document is to illustrate, by
detailed example, the most important aspects of V&V

described in detail in V&V 10. V&V is used with increas-
ing frequency in recognition that confidence in ever
increasingly complex simulations can only be estab-
lished through a formal, standardized process.

V&V includes assessment activities that are per-
formed in the process of creating and applying computa-
tional models to address technical questions about the
performance of physical systems. The overall process is
summarized in Fig. 1, which is taken from V&V 10. The
present document describes and provides examples of
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Fig. 1 V&V Activities and Products
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GENERAL NOTE: This figure also,-appears as Fig. 4 in V&V 10 [1].

mopt activities in the-figure in a presentation unencum-
bered by the complexities of a typical real-world physi-
cal|system and its associated mathematical model.

4.1 Verification

Yerification is defined as the process of determining

formal software quality engineering (SQE) prpcesses;
SQE will not be discussed in this Standard. Cal¢ulation
verification is defined as the process of detefmining
the solution accuracy of a particular calculatiqn. Both
numerical code verification and calculation verjfication
will be demonstrated by applying a simple bgam ele-

that a computational model accurately represents the
underlying mathematical equations and their solution.
Verification has two aspects: code verification and
calculation verification. Code verification is defined as
the process of ensuring that there are no programming
errors and that the numerical algorithms for solving the
discrete equations yield accurate solutions with respect
to the true solutions of the governing equations. In addi-
tion to numerical code verification — illustrated here via
a convergence analysis — code verification also includes

ment code to successively more finely meshed models
of statically loaded beam:s.

4.2 Validation

Validation is defined as the process of determining the
degree to which a computational model is an accurate
representation of the real world from the perspective of
the intended uses of the model. One of the steps in
the validation process is a comparison of the results
predicted by the model with corresponding quantities
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Fig. 2 Validation Hierarchy Illustration for an Aircraft Wing
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observdd in the validation experiments, so that an assess-
ment of the model accuracy is obtained. Several possible
validatjon activities will be mentioned with regard to
the simjple beam example.

An ifnportant initial step in the model development
process| is to define what is to be predicted and how
accuratp the prediction needs to be. These will in turn
depend| on system design requirements and on pessible
conseqtiences of system or subsystem failure, ds‘'well as
project fcost and schedule requirements. Thé validation
examplp used in this document is driven by customer
requirefnents for the accurate predictienyof aircraft wing
tip deflpction. For the example, howewver, we shall only
addresq validation of a computational model for a sim-
plified |laboratory structuresthat is related to an air-
craft wing.

Having defined the topaleVel reality of interest as the
wing of a complete aireraft, the model development
team cqn proceed«fo_construct a validation hierarchy.
An example of such a hierarchy is shown in Fig. 2. The
validatijon hierarchy starts as a top-down decomposition
of the physical system into its subsystems, assemblies,
subassgmblies, and components. From the bottom up,

the hierarchy requires a model, the validation of which
provides'an estimate of its degree of accuracy and gvi-
dene&-of its adequacy for use in the complete sysfem
model. The component model labeled “Aluminum Box
Structure” in Fig. 2 represents the tapered cantildver
beam discussed from this point forward. The cantilgver
beam model represents one particular reality of intefest
in the overall aircraft wing validation program.
If experimental data cannot, or will not, be obtaihed
at some higher tier, then model accuracy assessnjent
cannot be accomplished at that tier. As a result, a preglic-
tion must be made for the higher tier using the gengral
concept of extrapolation of the model for the conditions
of the intended use at the higher tier. For this situatjon,
an estimate of the total uncertainty in the prediction
must be made for the system response quantitie§ of
interest. The total uncertainty at the higher tier 1s a
combination of
(a) the uncertainty in the model and the experimeftal
data at the tier where experimental data are availalple
(b) the uncertainty in the modeling of the coupling
among the models occurring at the higher tier
(c) the uncertainty in the extrapolation to the higher

the hierarchy can be seen as a sequence of specific and
relevant models representing distinct realities of interest
leading to the one ultimately to be modeled.

Careful construction of a validation hierarchy is of
paramount importance, because it defines the various
problem characteristics to be captured by different ele-
ments in the hierarchy, it encapsulates the coupling and
interactions among the various elements in the hierar-
chy, and it suggests the validation experiments that
should be performed for each element. Each element in

tier of the model along with all of the input data to the
model

4.3 Documentation

When a V&V effort ends, the most definitive statement
of that effort that will endure is the V&V documentation.
Considering the significant resources typically required
for any V&V effort, to leave the effort undocumented,
or poorly documented, squanders the future benefit of
those expended resources.
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Just as the V&V process goes beyond simply conduct-
ing calculations in its attempt to establish the credibility
of the results, so too the documentation of the V&V
process needs to go beyond merely reporting quantita-
tive results. Therefore, it is not sufficient for V&V docu-
mentation to provide only physics equations and tables
of numbers that summarize a set of complex simula-
tions. Rather, the essence of V&V documentation is to

o be done properly, V&V documentation should start

at the beginning of the effort by documenting the V&V,
Plan (section 5), and then proceed through all phases
of the V&V effort, recording not only the successes but

alsp the failures; failures often teach more than
sudcesses.

Y&V documentation should comply( with available
locpl and formal guidance related to the intended model
usg and area of application. For example, MIL-STD-3022
[2] has templates for the V&V Plan/and V&V Report for
sinjulations within Department-of Defense activities.

5 |VERIFICATION AND*VALIDATION PLAN

The V&V Plafiis'a document that describes how the
V&V processwill be conducted. It is prepared after the
valldationthietarchy has been defined but before many
of the details of the model or experiments have been
flefhed out. It is primarily driven by customer

developed as exemplified in Fig. 2. The key items in the
V&V Plan are

(a) description of the top-level reality of interest

(b) statement of the intended uses of the top-level
model

(c) validation hierarchy, including descriptions of all
lower level realities of interest and intended uses
(d) for each item in the hierarchy, the following:

response quantities (SRQs)] to be measured, c¢
and compared
(2) statement of verification requirements,|includ-
ing (as applicable) software engineering meth¢ds and
iterative or spatial convergence cheeks
(3) metrics to be used for comparing computed
results with experimental measurements
(4) model accuracy{equirements (i.e., ranggs of the
metrics for which thesinfulation will be deemed ade-
quate for its intended)use)
(5) recommended courses of action if model accu-
racy requirements are not satisfied
(6) ajlistof validation experiments to be pefformed
(7){estimated cost and schedule
(8), programmatic assumptions and limjtations
(e.g.dssumptions about being able to conduct pgrticular
t¥7pes of experiments, or decisions to use previously vali-
dated submodels or available experimental dath)
All of these items except the last two will bg briefly
discussed in the next few subsections in the context of
the selected example. Further detail about SRQs} valida-
tion metrics, and validation accuracy requiremgnts will
be provided in sections 8 and 9.

5.1 Reality of Interest, Intended Use, and Response
Features

Referring to Fig. 2, an assemblies-level reality pf inter-
est is an aircraft wing. However, the Committee’s collec-
tive experience has shown that failure to validatd models
at lower levels in the validation hierarchy is often the
cause for subsequent model validation failures aft higher
levels in the hierarchy. Thus, among the variou$ lowest
level components shown in Fig. 2, the decision wis made
to validate the response of the “Aluminym Box
Structure.” This is the present illustration’s rdality of
interest. Specifically, the structure to be condidered,
shown schematically in Fig. 3, is a hollow, taperefl, canti-

requirements, but should retflect the views of all
interested parties — decision makers, analysts, and
experimentalists — regarding what the modeling effort
is to accomplish and — to a limited extent — how it is
to be accomplished.

The starting point for a V&V Plan is the customer’s
description of the top-level reality of interest and of the
intended use of the model. Next, with a level of customer
involvement that depends on the customer’s modeling
or testing experience, a validation hierarchy should be

lever beam under static loading in a laboratory
environment.

The intended use of the model, in the context of this
simple example, is to demonstrate competence in model-
ing a low-level component. If such low-level component
models cannot be successfully validated, there is no hope
of moving up the hierarchy to validate more complex
subassemblies.

The SRQ of interest is the transverse tip deflection of
the beam. In general, it is recommended to consider
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Fig. 3 Schematic of the Hollow Tapered Cantilever Beam

N

multiple SRQs to enhance credibility in the model as a
whole; however, for conciseness only the tip deflection
is considered here.

For the planned experiments, tapered beams are to
be emb¢dded at their wide end into a stiff fixture approx-
imating a “fixed-end” or cantilevered boundary condi-
tion. THe beams are to be loaded continuously along the
outer hilf of their lengths.

Durihg the experiment planning, it was acknowl-
edged that the “fixed-end” boundary condition can only
be appfoximated in the laboratory. Thus in the model
development the translational constraint at the bound-
ary wil] be assumed fixed, but the rotational constraint
will be pssumed to vary linearly with the magnitude-of
the moment reaction.

Addftionally, the beam model to be deyeloped is
assumed to have negligible shear deformation, and thus
shear d¢formation is ignored in the mathemiatical model.
For theprescribed magnitude of the-leading, the deflec-
tion of [the beam will be small relative to beam depth,
so a snpall-displacement theory~will be used, and the
beam npaterial is assumed 4o, bé linear elastic.

Thes¢ assumptions feed\directly into the conceptual
model ¢f the physicaKstricture, which will be defined
precisely in para. 6,1, and which guides both the devel-
opmen{ of the validation experiments and the definition
of the thathematical model.

5.2 Verification Requirements

(c) It demonstrates thatithe algorithm converges at
the expected rate.

The requirement fgx, calculation verification in gengral
is to demonstrate that the numerical error (due to incpm-
plete spatial @riterative convergence) in the SRQs of
interest be a'small fraction of the validation requirement.
In this example, the validation requirement will be 10%,
and the numerical error is required to be no greater than
2% ofthat (i.e., 0.2%).

5.3 Validation Approaches, Metrics, and
Requirements

Two different validation approaches are demonstrqted
in this Standard. They differ mainly in the sourc¢ of
information used to quantify the uncertainties in |the
computed and measured values of the SRQ. The V&V
Plan must specify which approach is to be taken. [The
plan must also specify a metric that incorporates [the
uncertainties in a way that provides a single measurp of
the relative difference between the simulation outcoines
and the validation experiments. It must also spe(;'il;: a
validation requirement, representing the maximfum
acceptable difference between simulation and experi-
ment in terms of the selected metric. Measured resplts
from a validation experiment form the referent agajnst
which the computational model predictions are c¢m-

In this example, both code and calculation verification
will be performed. The requirements for code verifica-
tion are as follows:

(a) It is conducted using the same system response
quantities as will be measured and used for validation.

(b) It demonstrates that the numerical algorithm con-
verges to the correct solution of a problem closely related
to the reality of interest as the grid is refined. This can
be difficult or impractical in many cases, but without it,
the code is not verified.

pared{via the metric)toassess theaccuracy of thecom-
putational model. After the experiments and
calculations are completed, the metric is calculated and
compared to the requirement to determine whether the
model has been validated.

The metric that will be used is defined in such a way
that the validation requirement may loosely be regarded
as amaximum acceptable percentage difference between
calculation and experiment. Validation requirements
should be developed based on the needs and goals of the
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Fig. 4 Estimating a Probability Density Function
From an Uncertainty Estimate, A

Normal PDF

Rang
60=99.7%

application of interest. Some considerations in setting
valldation requirements are
() predictive accuracy of the computational model
baded on the requirements of the customer
(p) limitations based on obtaining experimental mea-
suglements because of diagnostic sensor capabilities,
prgject schedule, experimental facilities, and financial
respurces

(f) the current point in the engineering development
cydle from conceptual design to final design

(f1) consequences of the engineering system not meet-
ing] performance, reliability, and safety requirements

in which all practical results'‘are expected to lie. The
-width, A, of the interyal‘is shown in Fig. 4. For
corfvenience and simplicijty:in the absence of data, A is
taken as the basis for constructing a Gaussian (normal)
distribution of the uncertainty. In Validation Approach
1, the measured{esr"calculated value of the SRQ is
asspimed to be.the/mean () of the distribution, and the
estimated half-width, A, is interpreted to be equal to
three standard deviations (30). As shown in Fig. 4, the
total rabge provided by A covers 99.7% of the probability.
Th¢ standard deviation, o, is easily computed from the

analysis with uncertain model inputs, which are derived
from different types of replicate tests. The resulting prob-
ability density functions (PDFs) therefore are not neces-
sarily Gaussian or even symmetric.

The two validation approaches are notionally illus-
trated in Fig. 5.

In this example, the metric employed in either valida-
tion approach is based on the area between the measured
T Tstribort inctions
(CDFs; the CDF is the integral of the PDF). Thid metric,
sometimes referred to as the “area” metrig, is illtistrated
in Fig. 6, and more detail about it is given belqw.

The area metric M°®Q is the area-hetween the| experi-
ment and model CDF [3], normalizéd by the gbsolute
mean of the experimental outeomes. Thus, if Fro(y) is
the CDF of either the model-predicted or measufed SRQ
values, then

MSRQ = W J FSRQmod(y) — FSRQSXP(y) d (1)

where
SRO“P = the mean of the experimental oufcomes

This metric is nonnegative and vanishes only if the
two CDFs are identical. To help understand what the
metric represents, it can be shown that in the| special
case where the two CDFs do not cross, the intpgral in
eq. (1) is the absolute value of the difference etween
the means, and in general, it is a lower bound on the
mean of the absolute value of the difference hetween
SRQ™ and SRQ®? [4]. In the deterministic cas¢, where
both CDFs are step functions, the area is sinfply the
absolute value of the difference between the twq unique
values.

For both validation approaches in this examjple, the
validation requirement is taken as

MRQ<0.1 )

Obviously, satisfaction of a particular valfidation

given A.

Validation Approach 2 is similar to Approach 1, except
the uncertainty in the experimental outcome is quanti-
fied through replicate tests,' and the uncertainty in the
simulation outcome is quantified through a probabilistic

! In constructing and analyzing this illustrative example, no phys-
ical experiments were performed. Throughout this document, any
references to a specific test article, measurement, experiment, or
experimental result, is to an item that has only been conjured for
illustrative purposes.

TequiTement 15 the desired outcome of the validation
assessment. However, the V&V Plan should include a
recommended course of action if the validation require-
ment is not met. Such contingency plans could include
improvements in the model, improvements in the valida-
tion experiments, better quantification of uncertainties,
relaxation of the requirements, or some combination of
these. The choice of which course to pursue depends
on the application of interest, the consequences of failure
to validate, and available resources.
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The metric we have defined is normalized by the mean
of the experimental outcomes. This is in contrast with
some other validation assessment procedures that sug-
gest using a metric normalized by the sample standard
deviation of the measured SRQ, or equivalently, requir-
ing the absolute error to be within some specified num-
ber of standard deviations of the measurements. This is
not recommended because it confounds two unrelated
1Ssues:

Although physical realizations of any system will vary
randomly, variation of most of the system-characterizing
quantities in this illustrative example are considered to
be small and will be neglected. The two exceptions in
this example are the rotational stiffness at the wall and
the modulus of elasticity of the aluminum. The variabil-
ity in these two parameters cannot be eliminated or
tightly controlled in the validation experiments, so in
Validation Approach 2 the approach taken is to measure

the uncertainty in the experimental measurements
the predictive accuracy required of the model for the
application of interest

Fo1l example, one could have large experimental uncer-
taimty making it easy for the model result to fall within
tw¢ standard deviations of the measurements. Stated
differently, model accuracy requirements should be
indgpendently set on how well the model reproduces fea-
turps of the experimentally measured response. These
requirements are determined by such things as engi-
nedring design and system performance requirements
and not by sources of measurement uncertainty or the
impact of input parameter uncertainty on system
responses.

6 (MODEL DEVELOPMENT

This section discusses the application of general mod-
eling concepts to different phases of model development,
ith emphasis on the lowest level of the hierarchy, which
here the present example resides.

6.1 Conceptual Model

he conceptual model is the initial prediict of the
prdcess of abstracting the reality of interest. It includes
the|set of assumptions that permits gonstruction of both
thelmathematical model and definition of the validation
reguirements. As indicated in Fig:¥, a conceptual model
is required for each elementof-the hierarchy shown in
Figl 2. The conceptual modelshould be developed with
a clear view of the reafity-of interest, the intended use
of the model, the resporise features of interest, and the
valldation accurady réquirements. All of these items are
defined in the ¥&V Plan. The conceptual model should
corfsider physical processes, geometric characteristics,
ence Ofithe surroundings (e.g., loading), and uncer-
taipties-im*each of these.

& example problem at hand concerns quasistatic

the variability (from separate characterization tests) and
then include this variability in the probabilistiq model.
It is furthermore assumed that these twé paramgters are
independent of each other. The foregoing assunptions
about the conceptual model providethe basis on which
the mathematical model is cofstructed. That hone of
them will be precisely satisfied in the validation| experi-
ment, and that many wijll vary from one repetition of
the experiment to anothief,Suggests why the model pre-
dictions, especially ffom a deterministic model, pnay not
exactly match experimentally measured results
In summary,~the major assumptions to be jused in
developmert of the beam model are as follows
(a) Thébeam material is homogeneous, isotropic, and
linear, elastic.
(b)<The beam undergoes only small deflectigns.
(¢c) Beam deflections are governed by| static
Bernoulli-Euler beam theory.
(d) The beam and its boundary conditions fire per-
fectly symmetric from side to side, and all 1dads are
applied symmetrically; therefore, beam deflections
occur in a plane.
(e) The beam boundary constraint is fixed in [transla-
tion and constrained against rotation by a lindar rota-
tional spring.

6.2 Mathematical Model

The mathematical model uses the informatipn from
the conceptual model, including idealizing assumptions
concerning the behavior of the beam, to derive equations
governing the structure’s behavior. For the beam|consid-
ered here, the assumptions listed when defirfing the
conceptual model in para. 6.1 combine to yield tle equa-
tions of static Bernoulli-Euler beam theory:

deformation of a built-in, tapered, statically loaded, elas-
tic beam. When the beam deforms, plane sections are
assumed to remain plane and normal to the middle
surface of the beam (i.e., Bernoulli-Euler beam theory
applies). The beam structure and loading are assumed to
be symmetric such that there is no twisting deformation.
Shear deformation is neglected. Material properties are
assumed to be isotropic, homogeneous, and linear elas-
tic. Beam deflections are assumed to be small enough
that geometric nonlinearity can be neglected.

e e
E(El(x)ﬁw(x)) = q(x), 0 T x<L, |
i ey F —
0) = —| = fE0)—| ,|EI(x)— =0,
w0) =Gy SAEOLS |EI) deW(x)Jx:L
a[EI(x)Ew(x)] . =0,

I(x) = 11—2 bo (1 - a%) n - {bg (1 - a%) - Zt}[h - 2t]3

where
by = width at the support
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ten

E = modulus of elasticity of the beam material (c) plate elements: same as shell element but omit
fr = flexibility of the linear rotational spring surface curvatures
restraining the beam at its constrained end (d) hollow-section beam elements: strains are
h = depth of the beam assumed to be primarily axial and torsional
I(x) = area moment of inertia of the beam (e) closed-section beam elements: equivalent constant
L = length of the beam cross-sectional properties of a solid section
q(x) = distributed load in the y-direction (f) uniform closed-section beam elements: average
t = wall thickness cross section properties along length
w(x) —beamrdeflectoninthedirectiorrnormat-to-the Hthisexatrplethecomprtercodetsedtosotee for
undeformed centerline the beam deflections and rotations was specially, wti
x F measured from the supported end for this application example. It can be used only, to gna-
a [ taper factor 1-(tip width)/(base width) lyze beam structures. It is a finite element proggam

The Houndary conditions at the supported end repre-
sent the assumption of zero translation and a linear
rotatiorjal spring constraint. At the free end of the beam
there ajre the conditions of zero moment and shear.
Under $ome circumstances eq. (3) can be easily solved
in clos¢d form, but when the area moment of inertia
varies dlong the length, a numerical solution is usually
sought.

The development of mathematical models in present-
day computational solid mechanics typically does not
includg explicitly writing the differential equations.
Rather, [the computational model is constructed directly
from the conceptual model via selection of element
types, thaterial models, boundary conditions, and asso-
ciated ¢ptions. This is not to say the differential equa-
tions are omitted from the modeling process; rather, the
differerjtial equations are documented in the software’s
user or|theory manual (e.g., in descriptions of various
beam element types and options). In that case, it ishighly
recomrhended that the analyst review those\models,
equations, and assumptions (given the options chosen
in the fode) to ensure they are consistent with the
intended use of the model. Without €arefully consider-
ing thepe equations, an error or fingonsistency in the
mathenpatical modeling can easily occur.

6.3 Co

The ¢omputationalmodel provides the numerical
solutic;Eof the mathematical model, and normally does

mputational Model

so in the framewotk of a computer program. The range
of discietizatiom‘approaches (e.g., finite element, finite
differerfce) @nd options within each approach in com-
mercial| software is often extensive. The analyst needs

employing Bernoulli-Euler beam elements with don-
stant cross section. If the element itself isloaded by pny
combination of uniform distributed load, transverse £nd
forces, and couples at the ends) then the relative fis-
placements and rotations at/the ends are exact in |the
context of Bernoulli-Euler beam theory. On the other
hand, when used to modela‘tapered beam, these relative
deformations are only\@approximations.

The beam considered here is shown schematically in
Fig. 3. The length/of the beam is 2 m, the depth is 0.0§ m,
the width vasies linearly from 0.20 m at the suppoited
end to 0.1Q m at the free end, and the wall thickneds is
0.005 ms The material is aluminum, with a modulup of
elasticity of 69.1 GPa. A uniform distributed load of
5000N-m is applied vertically in the downward directfion
on the outer half of the beam.

7 VERIFICATION

Code verification seeks to ensure that there are| no
programming errors and that the code yields the agcu-
racy expected of the numerical algorithms used to
approximate the solutions of the underlying differerftial
equations. This is in contrast with calculation verificat{on,
which is concerned with estimating the discretizafion
error in the numerical solution of the specific problerh of
interest. The distinction is subtle but important, because
code verification requires an independent, highly a¢cu-
rate reference solution and can (and usually will) opetate
on a problem that is different from the problem of
interest.

What is important in code verification is that all
tions of the code relevant to the problem at hand be
fully exercised to ensure that they are mistake free. This

or-

to find a balance between representing the physics
required by the conceptual model and the computational
resources required by the resulting computational
model. For example, finite element type options for the
mathematical /computational model for the airfoil alu-
minum skin would include the following:

(a) continuum elements: use solid elements through
the thickness of the aluminum skin

(b) shell elements: plane stress assumption through
the skin thickness

10

is done by comparing numerical results with analytical
solutions, and in the process, confirming that the numer-
ical solution converges to the exact one at the expected
rate as the mesh is refined.

At the root of both code and calculation verification
is the concept of the order of accuracy of a numerical
algorithm. Under h-refinement (variation of element
size, as contrasted with p-refinement or variation of alge-
braic order of interpolation functions), it is defined as
the exponent p in the power series expansion
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Wexaet = Wy + AP + HO.T. as h — 0 4) Table 1 Normalized Deflections
Elow/qL*
where Number of Elements Initial Coding Final

A = constant

H.O.T. = higher order terms, which tend to zero 2 0.13281250 0.14642858

faster than the lowest order error term (the 4 013549805 0.14172980

. 8 0.13769015 0.14057124

second term on the right) as & tends to zero 16 0.13890418 014028238

h = grid size 32 0.13953705 0.14021021

Wexact = exact solution 64 0.13985962 0.14019217

wy, = numerical solution at grid size h 128 0.14002239 044018766

Ih the manipulations to follow, grid size is assumed
to e small enough that the H.O.T. are negligible com-
pated to the lowest order error term [5]. When this is
so, [the numerical solution is said to be in the asymptotic
conpergence regitne.

(Pbserved order of accuracy is the value of p inferred
from eq. (4) when it is applied as detailed below to two
or fhree numerical solutions at different grid resolutions.
Thdoretical order of accuracy is the value of p derived
from a mathematical analysis of the algorithm.
Acgording to eq. (4), the slope of a log-log plot of the
abgolute value of numerical error wy — Weyxaer Vs. grid
siz¢ will tend to p as grid size tends to zero. Since in a
lingar array grid size is inversely proportional to number
of ¢lements, the slope of a plot of error vs. number of
elements will tend to —p as number of elements becomes
large, as will be illustrated in para. 7.1.

@)

7.1] Code Verification

There happens to exist an analytical selution to the
mafin problem of interest, viz., a taperéd cantilever
loafed over half its length. While it would be tempting
to fise it for both code and calculation verification, we
shdll do neither, because in gerteral such a solution will
nof be available. (If it were; thére would be no reason
to pindertake a numerical solution in the first place.)
Thé¢refore in this exaniple, numerical code verification
will be performed, on-a' slightly different problem, viz.,
the| same tapered.€antilever beam but with a uniform
loaH along its_éntire length.

The key, points here are as follows:

(1) While different, this problem is closely related to
the| problem of interest, as in general it must be to serve

of eq. (3); with g = constant. The resulting normalized
transverse deflection for a beam that tapers linearly in
width is

El 2
q—Liw(x) = %{ (i-l) E+(§-%>m(1 - a;ﬂ ®)

The' taper factor a for the problem at hand is 0.5,
so)from eq. (5) the exact normalized tip defldction is
% — In(2) =~ 0.14018615, which will be the basis for code
verification comparisons.

Table 1 gives the numerically derived normalized tip
deflections from two different sets of calculations.
Figure 7 shows absolute values of the diffprences
between these and the exact value. Based on algorithms
similar to the one used here, the theoretical ¢rder of
accuracy is expected to be 2; further, it can bg shown
analytically that the theoretical order of accurady of the
numerical algorithm when applied to this specifiic prob-
lem is in fact 2. First consider the results of the initial
coding. The error plot strongly implies that th¢ results
are systematically converging to the exact solutjon, but
even without performing further calculations, the slope
of the line indicates an order of accuracy much closer
to 1 than 2. During the early stages of the development
of this example, these were the computed resylts. The
unexpectedly low observed order of accuracy prpmpted
a detailed review of the coding, and an error wap found.
Upon correction of that error, the second set of results

arxafaranon calid: o 1 szapifioati oo
fre-fererefee-Sortto o coae—vercation:

(b) The problem has an exact analytic solution.

as £ £

Tip deflections at various grid refinements will be com-
pared to that analytical solution, leading to estimates
of the observed order of accuracy based on eq. (4). This
will then be compared to the theoretical order of
accuracy.

The analytic solution of a linearly tapered, uniformly
loaded cantilever beam has been derived by integration

11

was obtained. Now the observed order of accuracy as
indicated by the slope of the error plot is seen to be
much closer to the theoretical value of 2. The error was
unintentional, and could not possibly have provided a
better illustration of the value of numerical code
verification.

It now remains to extract a precise numerical estimate
for the observed order of accuracy of the corrected
numerical solution. This is accomplished by computing
the logarithmic slope between the last two points on the
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Fig. 7 Errors in Normalized Deflections
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GENERAL|NOTE: Note log—log scale.

lower ljne in Fig. 7. Usingnthe numbers to 8 significant
figures [as shown in Table™, this comes out to —1.995.
When using cominercial or other “black box” soft-
ware, tIe theoreticakorder of accuracy p is typically not
known]In such.alcase, the user can compare the software
solution toanvappropriate analytical solution and per-
form mjesh~convergence studies to derive the observed

10

Numdber of Elements

—@— Initial coding
—l— After correction

100 1,000

Rotational compliance is not treated in this sectfon,
as it would unnecessarily complicate the exposition. Fur-
ther, in both the conceptual and mathematical mofel,
the contribution of the support rotation to tip deflecfion
can simply be added to that due to beam deformat{on.
Therefore, the solutions presented here are for a bgam
with its supported end perfectly fixed against trangla-

C +1 1 k3 +1 -
order of dCTUracy, eXdactly as wds TOITE OT UTe previous

paragraphs.

7.2 Calculation Verification

The goal of calculation verification in the present
example is to estimate the numerical error in tip deflec-
tion as a function of discretization. In conjunction with
an independently specified numerical accuracy require-
ment, this can then be used to guide the choice of discret-
ization in the numerical solution of the problem at hand.

12

tional and rotational motion. In practice, this sort of
simplification must be carefully evaluated on a case-by-
case basis.

We shall present two closely related methods for esti-
mating discretization error. The first uses three grids;
the second uses only two but requires an assumed value
for the order of convergence. Both are based on
Richardson extrapolation [5], which will now be explained.
As in the prior section, it is assumed that the numerical
value of the quantity of interest is related to the exact
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numerical solution by eq. (4) with higher order terms
neglected (i.e., the numerical solution is in the asymp-
totic convergence regime). Assuming that wj, and / are
known, eq. (4) then contains three unknowns, Weyact,
A, and p. Richardson extrapolation is the process of
computing Wexat by using eq. (4). The first version we
shall apply simply entails writing it three times, using
three pairs (wy, h) based on three numerical solutions at

Table 2 Numerical Solutions for Tip Deflections

different grid resolutions This provides three indepen-
defpt equations that may be solved for the three
unknowns. To be specific, writing eq. (4) three times,
thep eliminating A and Weya leads to

Wy — W1 _h’f—hg

Hh — 1§

(6)

w3 — Wy

where now the subscripts 1, 2, 3 refer respectively to
the| finest, intermediate, and coarsest numerical solu-
tios for the SRQ of interest. This is a transcendental
eqyation that may be solved for p by any suitable numer-
ical method. Although certainly not necessary, in some
casps it may happen that the grid refinement ratio is
corstant (i.e., h,/hy = h3/hy = r) in which case eq. (6)

can| be solved in closed form to yield
_ w3 — Wy
p=In (wz — wl)/ln(r) %)

(nce p is determined, eliminating A from the twe
fingr mesh instances of eq. (4) leads to

Wy — W

W+ ———
(ha/hy)P =1

®)

Wexact =

This value of Weyact is a Richardson extrapolation based
on |three grids. [Although neither w; nor h; appears
explicitly in eq. (8), they both implicitly affect p through
either eq. (6) or eq. (7).] Equation (8) can be easily
reafranged to provide an estimate of the numerical error
in the fine-mesh solution.w,, by rewriting it as

€

=— < 9
(ha/hy)f — 1W1 ©

Wesgot-=" W1

whire
E =@~ wy)/w,

Horysome purposes eq. (9) may be all that is needed

Number of
Grid Number Elements h, m w, mm
3 4 0.5 13.098739
2 8 0.25 13.008367
1 12 0.16666667 12.991657
Surrogate for 200 0.01 12.978342
exact solution
¢
GCI = F, (10)
(ho/hy)P =1

Thus the GCl is a dimensionless indicator for the mesh
convergence error relative tq the finest-zoned splution.
Specifically, when multiplied' by the finest-zon¢d solu-
tion, it provides the width of an error band, dentered
on that solution, within'which the exact solution is very
likely to be contaified’ Its validity rests on the gssump-
tion that the nifmerical solutions from which p was
determinedsarein the asymptotic convergence range. In
terms of{the GCI, the error band is w;(1 £ GCI).
Equation’ (10) can be used for any discretization method
with.any order of spatial convergence. The on]y other
requitement for eq. (10) is that 1y < hy. It is alsd recom-
ménded that successive grid refinement be greafer than
1.3 (i.e., I’lz /hl > 13)

The reasons for referring to the GCI-based interval as
a band rather than a bound, and for applying the factor
of safety, are the same: There is no guarantee fthat the
converged numerical solution will fall within the band,
just a high likelihood. The converged solution c¢uld fall
outside the band for various reasons mostly refated to
the numerical solutions not being in the asymptgtic con-
vergence regime [which means that the highgr order
terms in eq. (4) were not negligible]. A strong piece of
evidence that the numerical solution is in the asyjmptotic
regime is that the inferred order of convergence|is close
to the theoretical one.

The foregoing analysis will now be applied to
cal solutions of the problem at hand, which are
rized in Table 2.

Using the first three of these displacements i eq. (6)
and solving for p yields p = 2.00256154.

Since this is so close to the theoretical value ¢f 2, the
solutions are judged to be in the asymptotic conviergence

humeri-
summa-

to estimate the numerical error in the fine-grid solution.
However, to standardize reporting of numerical error
estimates, Roache [5] defined a grid convergence index
(GCI) based on the right side of eq. (9), and it has been
fairly widely adopted in the computational fluid
dynamics community. Dividing eq. (9) by w; and multi-
plying by a factor of safety F; (which Roache takes as
1.25 for “convergence studies with a minimum of 3 grids
to...demonstrate the observed order of convergence...”),
one obtains the GCI:

13

regime. From eq. (10) with F; = 1.25, we have GCI =
0.00128381. The error band defined by this GCI about
the fine-zoned solution w; is (12.9750, 13.0083) mm. The
last line in Table 2 lists a 200-zone solution, which we
regard as a surrogate for the exact numerical solution,
and note that it does indeed fall within the GCI-defined
interval.

The recommended method of error estimation is
based on three numerical solutions as just described.
If resources are insufficient to permit three numerical
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solutions, it is still possible to estimate discretization
error based on only two solutions, although this
approach is to be avoided if possible. When only two
solutions are available, then rather than computing the
observed order of accuracy p, the theoretical value must
be used. This is what Richardson did when he first
proposed his extrapolation, and accordingly, the two-
grid process is referred to as standard Richardson extrap-
olation trre—tht d—a—vattre—tor—H—Hrere—a
only twWo remaining unknowns in eq. (4), and the tw
available instances of it combine once again to yield
eq. (8). The GCI can still be defined by eq. (10), similarly
to the three-grid case, but now Roache recommends a
larger factor of safety, viz., F; = 3, to account for the
greater|uncertainty in the order of accuracy. Using the
two fingr grid solutions for displacement in eq. (10) with
p = 2 4dnd F, = 3 yields the two-grid GCI = 0.003087,
larger than the three-grid value in this case by almost
exactly |the ratio of the safety factors 3/1.25. Naturally
the surfogate exact solution still falls in the wider error
band d¢fined by the two-grid GCI. If instead we ignore
solutiofh 1, regard grid 2 as the finer solution, and use
grids 4 and 3, the two-grid GCI relative to w, is
0.00694§27, more than twice the one based on the finer
two solfitions, and the inferred error band is correspond-
ingly wider. As a final observation on GCI, note that
accordihg to eq. (10), with mesh doubling, second order
spatial fonvergence, and a factor of safety of 3, the two-
grid G(T reduces simply to the fractional error |e.

An itpnmediate application of these calculation verifi-
cation rpsults is to assess the adequacy of the grid résolu-
tion used when comparing predictions of struc¢tural
responge to experimental measurements. As\mentioned
in para| 5.2, in this example we specifytthat estimated
numerifal error be no more than 2% of the 10% valida-
tion requirement, or 0.2%. Thus the,three-grid GCI of
0.00128f or 0.1284% implies afhumerical error in tip
deflectipn no greater than 0.13% when 12 elements are
used. While this would be,adequate, for added safety 20
elements with length 0400'm will be used for validation
predictfons.

8 VALIDATION APPROACH 1

8.1 Obtaining the Model Result

The numerical simulation requires a value for the rota-
tional flexibility, f, at the clamped end of the beam.
One could assume that f, is negligibly small (i.e., the
rotational stiffness is infinite), but engineering experi-
ence has shown this to be a poor assumption in most
applications. The parameter f, cannot be measured
directly. However, it can be determined using a proce-

2 i i ASUTTITE on a
specially constructed beam and computationalymoglel-
ing of that beam. This procedure will be disctussed in
more detail in section 9. For Validation Approach 1, this
procedure, when applied to a single, special test article,
yielded a value of f, = 8.4 x 107 rad/N-m.

All the information necessary tocreate a finite elenfent
model of the beam is now available. Specifically, this
includes

(a) the geometric and material characteristics of
beam as listed in para. 63.

(b) the specified¢load (over the outer half of
length).

(c) the parameters needed to characterize the bound-
ary conditiefis:

(d) theshumber of finite elements needed to demfon-
strate that'the numerical solution error is negligiblg, as
determined by the calculation verification procedurg in
pata. 7.2. The tip deflection predicted by the mode] is

the

the

mod

w = —-14.2 mm (11)

8.2 Experimental Data

To obtain validation data, we construct a single bgam
with the dimensions and constraints listed in para. [6.3.
After constructing the beam, it is embedded into [the
wall. The beam is instrumented with a displacenfent
transducer at the tip to measure deflection. The meastire-
ment system is initialized to record displacement relafive
to the initial, gravitationally deformed configurat{on.
The beam is then loaded by placing a 500 N-m load on
the right half of the beam. The resulting tip deflection
is recorded as

w™P = -15.0 mm (12)
8.3 Validation Assessment
The primary activities in validation assessment|are

Validatiom Approacit T considers the case wiere
uncertainty data are not available, and suggests an
approach whereby subject matter experts are relied upon
to provide estimates of the expected uncertainty. The
area metric is used to assess the validity of the model.
The value of an unknown model parameter is first esti-
mated from a single, special test, followed by the model
prediction, measurement of the beam response in a vali-
dation experiment, and finally the validation
assessment.

14

model accuracy assessment by comparison with experi-
mental validation data, and determination whether the
validation accuracy requirement is satisfied. In addition,
it is commonly necessary to assess the accuracy of a
model’s predictions for conditions where experimental
data are not available (i.e., where extrapolation of the
model is required). The latter activity, however, is
regarded as beyond the scope of this Standard.

As stated in para. 5.3, Validation Approach 1 specifies
that the model-predicted tip deflection of the beam be
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within 10% of the respective experimental measure-
ments, as measured by the area metric. We describe
the validation comparison procedure in detail in the
following paragraphs. Before doing so, however, we
emphasize again that the details of the validation
requirements should be decided before performing the
validation experiments and the model predictions. One
of the reasons for this emphasis is that it focuses on
expectations of the maodel for the Par’rim]]ar app]ir‘aﬁnn

must be addressed and answered in the V&V Plan
include the following:

(1) How many experiments should be conducted?

(b) Should different technicians or subcontractors
assemble the system to be tested?

(c) Should different experimental facilities conduct
the experiment?

These types of questions must be answered on a case-

aca bacic

by

of Interest, as opposed to what accuracy is determined
in the validation assessment.

In Validation Approach 1, uncertainties are estimated
by [subject matter experts (SMEs), who are each asked
to provide their estimate of the range within which all
practical experimental or model outcomes are expected
to fall. Specifically (see Fig. 4), each SME is asked to
prgvide the half-width, A, of the full uncertainty interval,
whiich is then interpreted to be equal to three standard
deyiations in an assumed normal PDF. For this demon-
strgtion, the estimates provided by the respective SMEs
baged on their experience with related problems are
A®P = 0.75 mm, A™ = 0.71 mm (13)

Hrom this, assumed normal PDFs and CDFs for the

expgeriment and model can be constructed with the fol-
lowing parameters
pOP(=w?) = 150 mm; % = 272 = 025 mm
071 e
pmod( =™ = 142 mm; o™ = - = 024 mp

These inputs are now used to compute thevalidation
mefrics. As shown in Fig. 8, the area between the CDFs
wap computed to be 0.8 mm, so agcording to eq. (1)
area metric is M4**? = 5.3%.{In keeping with the
prdperties listed in para. 5.3 and-that the two CDFs cross
onlly near one extreme where they are practically equal,
$ value is almost exactly,the absolute relative differ-
ende of the means.) Becatse the validation metric falls
within the 10% requirement, the model is assessed as
valjd.

VALIDATION APPROACH 2

Yalidation Approach 2 considers the case where
undertdainty data are available, and employs a straight-

9

rize the
experi-
ed with

In this example the data used to charaéte
response of the system come from validation
ments on 10 nominally identical beams, construc
the nominal dimensions listed in para:6.3.

After constructing each beamy, the same prpcedure
described in para. 8.2 concerning measurements|relative
to the gravitational equilibrium conditions of the beam
is used. The uncertaintyin the response of the peam is
due to random and systematic uncertainty in the multi-
ple experimental mieasurements as well as vafiability
in the properties ‘of the test article. In this ekample,
properties variations are assumed to be confined to the
modulus oflelasticity in the material used to cpnstruct
each beafn, Jand the support flexibility. These ipdepen-
dent soutices of uncertainty can be separated usinjg statis-
tical design of experiment techniques [6, 7].

Uncertainty in the experimental measurements will
be due to a number of random and systematic uncertain-
ties. Some examples of random uncertainty are trans-
ducer noise, attachment of individual transducers, and
setup and calibration of all of the instrumentation for
each test. Examples of systematic uncertainties pre cali-
bration of the transducers, unknown bias errois in the
experimental procedures, and unknown bias ¢rrors in
the experimental equipment. The measured displace-
ments in the validation experiment are denpted as
w>F,i =1, ..., 10. The measurements are given in[Table 3.

These data can be used to compute the sample mean
and standard deviation of the experimental tip
deflections:

10

>SwPP = -154 mm
i=1

TP —

10 (15)

1 b s
exp _ exp _ o= exp)2 _
o \/10 ) Igl(wl w ) 0.57 mrh

For use in the area metric, an empirical CDH} can be
constructed from the validation experiment dgta. The

forward probabilistic analysis to relate model input
uncertainties to the model output uncertainty. The area
metric is then used to assess the validity of the model.

9.1 Validation Experiments

For validating a model, multiple replications of the
validation experiment are highly recommended. This
will account for inevitable variations that exist in the
test article fabrication, experimental setup, and mea-
surement system. For any application, the questions that

15

data listed in Table 3 are sorted in ascending order and
a probability value of i/N is assigned to each of the data
points. The empirical CDF is shown in Fig. 9. This CDF
is “stair-stepped” because of the finite number of data
points, each with a single associated probability.

9.2 Model Uncertainty Quantification

Uncertainty quantification provides the basis for
quantifying and understanding the effect of uncertain-
ties in experimental data and computational predictions,
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Fig. 8 Area Between the Experimental and Computed CDF

Experiment = / ﬁ

1

U.J A

0.8 -
0.7 A
0.6 -

0.5 - Area
0.4 -

CDF

0.3 -
0.2 A

0.1 1 X Model

0 T L T T |

-16 —15.5 -15 —14.5 -14 ~13.5 —13

Tip Displacement, mn
GENERAL|NOTE: Used in area metric.

Table 3 Measured Beam-Tip Deflections From the Fig. 9 Empirical CDF of the Validation Experimept

Validation Experiments Data
fest Number, i Tip Deflection;, w*®, mm 1
1 =16.3 0.9 1
2 ~15.5 08 |
3 -16.1
4 -14.8 0.7 1
5 —14.4 0.6 -
[T

6 -15.0 8 05 -
7 -15.3
8 -15.4 0.4 1
9 -15.6 03 A
10 -15.2

0.2 -

0.1 f

0 B T T T T

—-0.0165 -0.016 -0.0155 —0.015 -0.0145 -0.014

Tip Deflection, m
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for judging the adequacy of the model for its intended
use, and for quantifying the predictive accuracy of the
model. As compared to traditional deterministic analy-
sis, quantifying the effects of uncertainties requires addi-
tional effort to collect and characterize input data, to
perform the uncertainty analysis, and to interpret the
results.

Uncertainties enter into a computational simulation

from_a variety of sources such as variability in input
I

Table 4 Test Measurements of the Modulus of
Elasticity, E

Test Modulus, E, GPa

69.1
68.8
74.4
72.6
72.9

v WN -

patfameters due to inherent randomness, lack of or insuf-
ficjent information pertaining to models or model
inpjuts, and modeling assumptions and approaches. For
exgmple, a material property such as modulus of elastic-
ity will vary from sample to sample because of the inher-
enf variability in manufacturing of the material.
Logdings will often be random due to the uncertainty
of gnvironmental factors such as wind, wave height, and
as-built conditions. Uncertainties like these are beyond
ouy ability to control and are referred to as inherent or
irrdducible. Recognizing this, the approach is to assess
thejr effects on the results of the simulation and the
petfformance of the system.

'ié) facilitate the numerical representation and simula-
tiof of uncertainties, some type of uncertainty model
and uncertainty quantification method is required. A
well-known approach to modeling uncertainties is based
on [the theory of probability using what are called ran-
doin variables. In simple terms, a random variable is a
furjction that relates the possible values of the variable
to the corresponding probability of occurrence. Iri~this
application, uncertainty is manifested in the ‘material
madulus and constraint flexibility, leading\te uncer-
taity in the SRQ of interest, namely the-tip deflection.

9.3 Random Variability in the Matérial Modulus

(Pne source of variability in the'validation experiments
is the modulus of elasticity,.E~ef the material used in
the| beam. This variability-is.due to inherent variations
in the material, and these’/variations cannot be elimi-
nated in the production'of the beam or in the validation
exgeriment. Therefore, we measure the material variabil-
ity from replicate éxperiments on coupon samples taken
from the sam¢naterial as used in the beam experiments.
This variability will then be included in the beam model,
as {lisaissed later. A set of 10 sample measurements is
givenyin Table 4.

67.5
74.1
68.3
71.0
63.2

O 0 N O

distribution (e.g., lognefmal or Weibull) also cpuld be
selected if it fit the data better.

9.4 Random Variability in Support Flexibility

To characterize the random variability in the pupport
flexibility(fy*20 experiments were performed [using a
specially/ made and instrumented beam. This| special
beam(is not tapered and not subjected to the sarhe load-
ing'specified for the beams used in the validatior] experi-
meénts. The attachment of this special beam, however,
closely replicated the method of attachment of the beams
used in the validation experiments such that the mea-
sured variability would be similar. The beam was
designed so that very high confidence was attained in
all of the assumptions made in the underlying{ mathe-
matical model. For example, all dimensions wefre accu-
rately measured and used in the special computational
model mentioned below, and the elastic modullus was
measured in a special coupon test using the sanfe mate-
rial as the beam. During each experiment a darefully
calibrated transverse load was applied, and the fotation
at the supported end of the beam was inferred as follows:
a high fidelity computational model was run wifth suffi-
cient spatial resolution that a converged numeri¢al solu-
tion was guaranteed, so that high confiderjce was
attained in the simulation results. The only pafameter
in the model left unspecified was f,. For eachh of the
experiments conducted, a measurement was made for
the tip deflection at the free end of the beam. Then, the
f; parameter was adjusted so that the computational

Using the 10 measurements of E given in Table 4, the
sample mean and standard deviation are computed to
be 70.2 GPa and 3.5 GPa, respectively. A histogram illus-
trating the variability in E is shown in Fig. 10, illustration
(a). For use in the computational model, it is convenient
and usually acceptable to represent the histogram with
a continuous function. Because it fits the data well, a
Gaussian distribution with the same mean and standard
deviation is selected, and this is shown in both PDF
and CDF form in Fig. 10, illustration (b). A different

result matched the experimental measurement for the
tip deflection at the free end of the beam. (This is a
trivial example of an optimization procedure usually
referred to as parameter estimation.) The results from these
experiments are listed in Table 5.

Using the 20 estimates of f, given in Table 5, the sample
mean and standard deviation are computed to be 8.4 X
107 rad/N'm and 4.3 X 10~® rad /N-m, respectively. The
variability of f, shown in the table is a combination of
experimental measurement uncertainty and variability
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Table 5 Test Estimates of the Support Flexibility

85.0

Test f, rad/N-m x 1077
1 8.5
2 8.2
3 8.1
4 8.4
5 7.8
6 7.7
7 8.8
8 8.6
9 8.6

10 8.1

11 8.6

12 8.8

13 8.5

4 -6

15 9.3

16 8.1

17 9.3

18 8.1

19 8.3

20 8.3

18
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Fig. 11 Random Variability in Support Flexibility, f., Used in the Computational Model
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epeatedly attaching the special beam to the test fix-
ture. A histogram illustrating the variability in f, is
wn in Fig. 11, illustration (a). Again, a Gaussian
ribution is selected. A different distribution (e.g.,
loghormal or Weibull) also could be selected if it fit the
better. Both the PDF and the corresponding CDF
are|shown in Fig. 11, illustration (b).

Uncertainty Propagation

he process of propagating input uncertdinties
thrpugh the computational model is called uncertainty
prdpagation. This process is illustrated in Fig.)12, where
thelinput uncertainties are propagated throtigh the beam
el. If all inputs had been treated as deterministic
(sinjgle valued), the beam tip displacement would also
havye been single valued. It is the uncertainty in all of the
t parameters, and thejr impact on computational
el output, that yields~the uncertainty in the beam

responses) and for different purposes (e.g., computing
ovgrall statistics such as the mean and standard devia-

Flexibility, f,, rad/N:m x 1E-7

(b) Displayed‘as\PDF and CDF

the response prebability of interest. For examplle, if an
outcome with a low probability of occurrence is pf inter-
est, theh/a"large number of Monte Carlo samples are
requiréd to estimate this probability accurately. Once
the‘Monte Carlo simulation is finished, the outgut sam-
ples are processed to produce the CDF of|the tip
deflection.

The CDF of the beam tip deflection resulting from a
Monte Carlo simulation is shown in Fig. 13. The CDF
appears as a relatively smooth curve because|a large
number of Monte Carlo samples were used. The com-
puted mean and standard deviation for the tip displace-
ment are —14.1 mm and 0.65 mm, respectively.

9.6 Validation Assessment

Figure 14 shows the CDFs of the computed and mea-
sured tip-deflection of the beam. The area betwegn them,
indicated by the shaded regions in the figure, s calcu-
lated to be 1.3 mm. Validation Approach 2 specifies that
the area normalized by the absolute experimentpl mean
be less than 10%. This is calculated tobe 1.3/15.4 |= 8.4%.
Thus, the validation requirement for tip displac¢ment is
satisfied.

If the validation requirement had not been meft, possi-
ble next steps could include the following:

(a) obtaining additional validation test data

tion vs. computing extremely small probabilities).

A well-known technique for performing uncertainty
propagation is Monte Carlo simulation, which is a
straightforward random sampling method. In Monte
Carlo simulation, a random sample is taken from each
of the input distributions. (The distributions may be
Gaussian or not.) This sample is then used in the compu-
tational model to produce one output sample of the
response. This process is repeated a number of times, the
number of which typically depends on the magnitude of

19

(b) obtaining additional data on the model input
uncertainties

(c) modifying the model and/or experiment to correct
any suspected deficiencies

(d) relaxing the validation requirements

Although obtaining additional data is always desir-
able, (a) and (b) may or may not decrease the metric,
depending on how they change the relative shapes of the
CDFs. The item listed in (c) always should be performed
when the validation requirements are not satisfied.
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Fig. 12 Input Uncertainty Propagation Process
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