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INFORMATION TECHNOLOGY -
HOME ELECTRONIC SYSTEM (HES) ARCHITECTURE -

Part 5-21: Intelligent grouping and resource sharing

for HES Class 2 and Class 3 —
Application profile — AV profile

FOREWORD

10)

Intq

Inte

ISO (International Organization for Standardization) and IEC (International Electrotechnical Commission)yforn
specialized system for worldwide standardization. National bodies that are members of ISO or IEC participa
the development of International Standards. Their preparation is entrusted to technical committees;‘any 1SO
IEC member body interested in the subject dealt with may participate in this preparatory work, Internati
governmental and non-governmental organizations liaising with ISO and IEC also participate in this preparatid

In the field of information technology, ISO and IEC have established a joint technical committee, ISO/IEC JT]
Draft International Standards adopted by the joint technical committee are circulated to,national bodies for vo
Publication as an International Standard requires approval by at least 75 % of the national bodies casting a v

The formal decisions or agreements of IEC and ISO on technical matters express, as nearly as possiblg,

international consensus of opinion on the relevant subjects since each technical committee has represents
from all interested IEC and ISO member bodies.

IEC, I1SO and ISO/IEC publications have the form of recommendatiofs+for international use and are acce
by IEC and ISO member bodies in that sense. While all reasonable efforts are made to ensure that
technical content of IEC, ISO and ISO/IEC publications is accurate,»IEC or ISO cannot be held responsibl
the way in which they are used or for any misinterpretation by/any“end user.

In order to promote international uniformity, IEC and ISO 'member bodies undertake to apply IEC, ISO
ISO/IEC publications transparently to the maximum extent possible in their national and regional publicati
Any divergence between any ISO/IEC publication and the corresponding national or regional publicd
should be clearly indicated in the latter.

ISO and IEC provide no marking procedure toindicate their approval and cannot be rendered responsibl{
any equipment declared to be in conformity.with an ISO/IEC publication.

All users should ensure that they have the'latest edition of this publication.

No liability shall attach to IEC ord$O or its directors, employees, servants or agents including individual exq
and members of their technical(committees and IEC or ISO member bodies for any personal injury, prof
damage or other damage ofzany.*nature whatsoever, whether direct or indirect, or for costs (including legal f
and expenses arising out of the publication of, use of, or reliance upon, this ISO/IEC publication or any other
ISO or ISO/IEC publications:

Attention is drawn-te_the normative references cited in this publication. Use of the referenced publicatiol]
indispensable for'the correct application of this publication.

Attention isddrawn to the possibility that some of the elements of this International Standard may be the subje
patent rights*ISO and IEC shall not be held responsible for identifying any or all such patent rights.

the
e in
and
onal
n.

C 1.
ing.
te.

an
tion

bted
the
b for

and
bns.
tion

for

erts

erty

Ees)
EC,

is

(2]

Ct of

rnatienal Standard ISO/IEC 14543-5-21 was prepared by subcommittee

25:

rconnection of information technology equipment, of ISO/IEC joint technical committeg 1:

Information technology.

The list of all currently available parts of the ISO/IEC 14543 series, under the general title
Information technology — Home electronic system (HES) architecture, can be found on the
IEC web site.

This International Standard has been approved by vote of the member bodies, and the voting
results may be obtained from the address given on the second title page.

This publication has been drafted in accordance with the ISO/IEC Directives, Part 2.
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INTRODUCTION

Part 5: Intelligent Grouping and Resource Sharing for HES (IGRS), consists of six parts:

> IGRS Part 5-1: Core protocol

Specifies the TCP/IP protocol stack as the basis and the HTTP protocol as
message-exchanging framework among devices.

Information technology — Home electronic system (HES) architecure —

the

» | IGRS Parts 5-2#: Application profile

> | IGRS Part 5-3: Basic application

> | IGRS Part 5-4: Device validation

» H6RSPart5-5Devicetype

ot

device and service discovery protocol, device and service description, ser
invocation, security mechanisms, etc.

Specifies core protocols for a type of home network that supports streaming ‘media
other high-speed data transport within a home.

Based on the IGRS Core Protocol.

Specifies a device and service interaction mechanism, as weéllyas application interfa
used in IGRS basic applications.

Multiple application profiles are specified, including:

e Part 5-21: AV profile

e Part 5-22: File profile

Additional application profiles are planned (part numbers to be assigned)
e Part 5-2w: DVD profile

e  Part 5-2x: QoS profile

e Part 5-2y: DMCP profile

e Part 5-2z: Universal control profile

Includes an IGRS basic application list.

Specifies a basit.application framework.

ing
ice

hnd

Ces

Specifies operation details (device grouping, service description template, efc.),

function definitions and service invocation interfaces.

Specifies a standard method to validate an IGRS-compliant device.

Specifies IGRS Device types used in IGRS applications.

» IGRS Part 5-6: Service type

Specifies basic service types used in IGRS applications.
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INFORMATION TECHNOLOGY -
HOME ELECTRONIC SYSTEM (HES) ARCHITECTURE -

Part 5-21: Intelligent grouping and resource sharing
for HES Class 2 and Class 3 -
Application profile — AV profile

1 |Scope

This part of ISO/IEC 14543 specifies the media data stream service profile,"\the deyice
intgraction flow, the request and response message format used in device interaction and [the
deqcription format of services provided by the device.

Thig part of ISO/IEC 14543 is applicable to computers, household appliances and commun-
icalion devices that implement media data streaming by wired or wireless means.

2 |Normative references

The following referenced documents are indispensable for the application of this document.
Forl dated references, only the edition cited applies. FOor undated references, the latest edifion
of the referenced document, including any amendménts, applies.

ISQ/IEC 14543-5-1:2010, Information technelogy - Home electronic system (HES)
architecture — Part 5-1: Intelligent groupingcand resource sharing for Class 2 and Class |3 —
Cofe protocol

ISQ/IEC 14543-5-6:2012, Informatjon~ technology - Home electronic system (HES)
architecture —Part 5-6.— Intelligent grouping and resource sharing for HES Class 2 and
Clalss 3 — Service type

ISQ/IEC 29341-3-1:2008, \Information technology — UPnP Device Architecture — Part B-1:
Audio Video Device Control Protocol — Audio Video Architecture

3 | Terms, definitions and abbreviations

3.1 Terms)and definitions

Forl the'\purposes of this document the following terms and definitions apply.

3.11

audio video multicast device group
type of media device group consisting of a media server and media client with multicast
capability for an AV multicast playback application

3.1.2

content index service device group
type of media device group which consists of multiple media servers for managing content
across multiple media servers in a distributed, collaborative and load-balancing manner

3.1.3
IGRS client
application that invokes the services of one or more connected IGRS devices
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NOTE Multiple client instances can exist on a network simultaneously.

3.1.4
IGRS device
information device that conforms to the IGRS specification

3.1.5

IGRS dynamic service invocation module
part of the AV application logic to orchestrate the interaction of application services according
to the capability of the device or device group involved and to coordinate the service

inv
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3.1
me

cation sequence petween the medlia server and medla client

E The IGRS dynamic service invocation module should be implemented on a media server, a mediaclie
her separate device.

6

S service

rable resource encapsulated in an IGRS device by implementing, application interfa
providing services for other IGRS devices

E An IGRS service has an invocation interface that meets the requirements, of the IGRS specification. TH
cation interfaces are described and announced on the network threugh the IGRS service descrif
ification.

7
S specification
/IEC 14543-5 series of standards

8
dia client
io/video device in an IGRS network that possesses multimedia decoding capability

E Examples of media client devices ifnelude a TV, set top box, etc. The media client may access conten
media server as the destination devige_in an audio/video application.

9

dia device group

bodiment of device.group in an audio/video system and a type of centralised device gr
ned in ISO/IEC_14543-5-1

E A Media.device group consists of two classes: content index service device group and audio V|
icast device\group.

10

t or

Ces

ese
tion

t on

bup

deo

dia_server

aud

10/videO device In TGRS network that possesses storage and computing capabllities

NOTE Examples of media server devices include a PC, network storage server, etc. The media server may
provide a network interface to other audio/video devices in order to access content managed by the media server
as the source device in an audio/video application.
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3.2 Abbreviations
AV Audio/Video
BCM Back Channel Message
CIS Content Index Service
CMS Connection Management Service
DRM Digital Rights Management
IGRS Intelligent Grouping and Resource Sharing
MAN Mandatory, also refer to message definitions in ISO/IEC 14543-5-1
MC Media Client
MCTMS Media Client Transport Management Service
MP Media Player
MR Media Recorder
MS Media Server
MSTMS Media Server Transport Management Service
JoS Quality of Service
RMS Rendering Management Service
RTP Real-time Transport Protocol
RTSP Real-Time Streaming Protocol
SIOAP Simple Object Access Protocol
STB Set Top Box
3.3] Conventions
Forl the convenience of the implementer, aumber of XML schemas specified in this standard
can also be found on the World Wide Web. In case of any differences, the definitions of this
stapdard shall prevail.
4 |Conformance
Forl conformance to this.International Standard the following applies.
e |The IGRS AV profile interaction model shall conform to the architecture specification
contained in'Clause 5.
e [The relevant AV device (media server or media client) and device group (CIS device grpup,
AV multicast device group) shall conform to the specifications contained in Clause 6.
e |AV service invocation flow shall conform to the specifications described in Clause 7.
e lAV invocation session setup procedure and message formats shall conform to lthe
specifications contained in Clause 8.
5 Architecture
5.1 Overview

The IGRS AV application profile describes the composition of an IGRS AV system and an
interaction model for AV devices and device groups in AV applications. An AV device may be
a TV, VCR, CD/DVD player, set top box (STB), audio system, camera or digital photo frame.
An AV device group is a set of devices consisting of multiple AV devices. The IGRS AV
application profile supports transporting multimedia contents among IGRS AV devices using
any transport protocol and any media format.
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The IGRS AV system specifies a flexible architecture to support many different types of AV
applications. From the perspective of the device types involved in any given application, the
IGRS AV system supports a single device AV application and a device group AV application.
The IGRS AV system supports a range of application types from simple AV playback to
advanced personalised content management.

The IGRS AV system typically should consist of three types of devices, as shown in Figure 1:
media server, media client and media device group. Correspondingly, four types of interaction
models between devices in an IGRS AV application should be supported: single media server
and single media client (required), multiple media servers and single media client, single

megta

5.2

diag _carvar and multinla madia oliconte multinla madia carvare and manltinla madia olin
et STV e T—ararortrpre— T et orre it ot pte— e eV ero—arta—urtpre—T et one

specifies each interaction model in detail.

Media Server | Media Client
- ______ H ——————————— O

nts.

Media Client Media Client

Media Server Media Server

r
|

5.2
5.2

Wh
AV
mo

Media Client | e

Media Server | e

Media Device Group
(Content Index Service Device Group)

Media Device Group
(Audio Video Multicast Device Group)

Figure 1 — Device grouping model of the IGRS AV profile

Four types of device interaction models.in the IGRS AV application
1 Interaction model between a single media server and a single media client

en an IGRS AV application involves .a single media server and a single media client (¢
play between a media server and;media client), it shall be specified by the interac
el between a single media server‘and a single media client (also see Clauses 4 and |

ISQ/IEC 29341-3-1:2008), as shewn in Figure 2.

5.2

b e —

.g.,
ion
b of

i Media Client
Media Server Control Channel

IGRS AV Profile IGRS AV Profile

IGRS Core Rrotocol IGRS Core Protocol

Media stream data out-of-band transport path

Figure 2 — Interaction model of a single media server and single media client

.2 Interaction model between multiple media servers and a single media client

When an IGRS AV application involves multiple media servers and a single media client (e.g.,
the content is distributed in a media device group, specifically the content index service
device group, consisting of multiple media servers), it should be specified by the interaction
model between multiple media servers and a single media client, as shown in Figure 3.
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/ Media Device Group \ / \

Media Client
Media Server Media Server |
IGRS AV Profile IGRS AV Profile Media stream data IGRS AV Profile
out-of-band transport path
IGRS Core
IGRS Core Protocol IGRS Core Protocol Protocol

Figure 3 — Interaction model of multiple media servers and a singleymedia client

5.2{3 Interaction model between a single media server and multiple media clients

Wheen an IGRS AV application involves a single media server ang’multiple media clients (¢.9.,
a njedia stream is transported from a media server to multiple media clients through multicast),
it should be specified by the interaction model between a single media server and mult|ple
meglia clients, as shown in Figure 4, where the media cliefit/is a member of a media deyice
group, particularly the audio video multicast device group-

|

|

Media Client |
|

Media Server Media Client
) IGRS.AV"Profile )
IGRS AV Profile | Media stream data Media stream data IGRS AV Profile

ouyt-of-band transport path out-of-band transport path

| IGRS Core Protocol |

IGRS Core Protocol IGRS Core Protocol

Figure 4 — Interaction model of a single media server and multiple media clients

5.2|4 Interaction model between multiple media servers and multiple media clients|

When an TGRS AV application involves interactions among multiple media servers and
mulftiple-media clients, the application should be specified by the interaction model betwgen
multiple media servers and mulfiple media clients, as shown in Figure 5, where the mddia
client is a member of another media device group, particularly the audio video multicast
device group. An example of such an interaction consists of content that is distributed in a
media device group, particularly the content index service device group, consisting of multiple
media severs. The media stream is transported from the media device group consisting of
multiple media servers to multiple media clients through multicast.
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Media Device Group

Media Client

|

|
Media Client |
|

|
|
|
Media Server Media Server :
) I )
IGRS AV Profile | Media stream data | IGRS AV Profile | | IGRS AV Profile | Media stream data IGRS AV Profile
qut-of-band transport path out-of-band transport path
] T
IGRS Core Protocol : | IGRS Core Protocol | | |GRS Core Protocol | : V IGRS Core Protocol
| |
| |
1 |
j F |
: 1
|
: |
e o ]

6

6.1

The
ady
diff
6.3

6.2
6.2

Figure 5 — Interaction model of multiple media servers and multiple media clients

Components of the IGRS AV system

IGRS AV applications

IGRS AV system should support two types of AV applications: simple AV playback
anced personalised content management. For the two types(of AV applications, th
brent device types are specified: media server, media client.and media device group.
and 6.4 specify the composition of each device type.

Media server

1 General

In the IGRS AV system, the media server is a device with powerful computing capability

sto
ser
ma
sta
allg
ser
Spe€

age capacity. For example, a computer or’network storage server may become a me
ver. In an AV application, the media server usually is used as a source device wh
hageable content is provided for a media client to access and to manipulate usin

hnd
ree
5.2,

hnd
dia
bse
j a

ndard network interface. The media-server also may be used as a destination device {hat

ws media clients to upload the content stored in other devices on the network to a mqg
ver for universal content management. The components of the IGRS media server
cified in Figure 6.

/ Media Server \

dia
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| Content Index Service
G
R
S

Connection Management
A Service
v
P BCM TCP
r Service
o
f Media Server Transport
: Management Service
e

IGRS Core Protocol

Figure 6 — Components of a media server
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The components of the media server are summarised here and specified in the subsequent
clauses.

— Content index service: a media server shall implement a content index service to enable a
media client to browse, search and access the stored content through the interface
function of the content index service.

— Connection management and transport control mechanism: a media client may select and
play content on a media server. A media server shall support at least one connection
management and transport control mechanism. Transport control manages the out-of-band
data stream. An IGRS media server supports two types of connection management and

traoncnart coantral machanicmo:
oo POt oo et artsto-

e Connection management and transport control mechanism based on BCM~N(Bphck
Channel Message), specified in 6.2.3.

e Connection management and transport control mechanism based on SOAP (Simple
Object Access Protocol), specified in 6.2.4.

A media server shall implement a BCM TCP service to support a BCM-based connection
management and transport control mechanism. This allows the media server to perfprm
both connection management and transport control on the out-of-band data stream.

A media server shall implement the GetProtocollnfo() interface(function of the connection
management service to enable other devices on the network{to inquire about the mgdia
format supported by a media server and retrieve the supported connection management
and transport control mechanism.

A media server may implement the connection managément service and the media serjver
transport management service using a SOAR:-based connection management and
transport control mechanism. BCM-based connection management and transport conjtrol
are simplified access methods compared to SOAP and thus are preferred.

A media server shall support HTTP-GET oui-0f-band transport data stream protocol.

=

A media server should support RTSRP/RTP out-of-band transport data stream protocq
multicast AV playback is implemented.

6.2|2 Content index service

The content index service specifies the content representation framework of the IGRS [AV
system. Through a content métadata description, the content index service provides the basic
infgrmation to match media)format and transport mechanism in an AV playback application
betjveen the media server and media client and also provides the necessary advanted
sugport for a personalised content management application. The detailed specifications of the
content index service-are contained in 8.1 of ISO/IEC 14543-5-6.

6.2|3 BCM ICP service

The back-ehannel message (BCM) TCP service is a type of connection management and
transport’control mechanism used for AV playback specified in the IGRS AV system. It is
esgentially a command token control protocol over the TCP protocol, including the BICM
Server and BCM Client. The detailed specifications of the BCM TCP service are contained in
Clause 9 of ISO/IEC 14543-5-6.

6.2.4 IGRS SOAP service
6.2.4.1 General

The connection management service takes charge of connection management between a
media server and media client. The media server transport management service takes charge
of the transport control of an out-of-band data stream between the media server and media
client.
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The IGRS AV system specifies a connection management and transport control mechanism
based on BCM. The Simple Object Access Protocol (SOAP) could be used for these IGRS
services. However, SOAP is not preferred because BCM is a simplified access method.

6.2

4.2 Connection management service

The connection management service specifies the interface function to enable the following
functionalities:

a)
b)
c)

The

6.2
The

trar
The

6.3
6.3

In an IGRS network the media client is a type of device with powerful multimedia decoqg

cap
me
me
tha

inquire about the media format supported by a media server;

setup, query and release the connection between the media server and media clienl in

IGRS AV system.

detailed specification of CMS is contained in 8.2 of ISO/IEC 14543-5-6.

4.3 Media server transport management service

media server transport management service specifies the interface‘function to control
sport of an out-of-band data stream initiated by the media server,in the IGRS AV syst
detailed specification of the MSTMS is contained in 8.3 of ISQ/IEC 14543-5-6.

Media client

1 General

ability, for example, a TV, STB or high-definition network player. In an AV application,
Hia client usually is a destination devicekthat accesses and manipulates content o
Hia server through a standard network intérface. The media client may be a source de
uploads the content stored on other devices in the network to a media server

the

§

ing
the
N a
ice
for

uniyersal content management. The components of an IGRS media client are showr]
Fighre 7.
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Figure 7 — Components of a media client

The IGRS media client includes two classes of devices: media player and media recorder.
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After browsing and selecting the content on the media server to play and record, the media
client usually sets up a connection with the media server and performs transport control of the
out-of-band data stream.

The components of a media client are summarised here and specified in the subsequent
clauses.

— Connection management and transport control: a media client supports two types of
connection management and transport control mechanisms:

e connection management and transport control mechanism based on BCM, specified in
6.3.2;

e connection management and transport control mechanism based on SOAP, specified
in 6.3.3.

A media client shall support BCM-based connection management and (the transport
control mechanism. This allows the media client server to perform both connection
management and transport control on the out-of-band data stream.

A media client shall implement the GetProtocollnfo() interface function of the connection
management service to enable other devices on the network to inquire about the mgdia
format supported by a media client and retrieve the supported connection management
and transport control mechanism.

A media client may implement the connection management service and media client
transport management service using a SOAP-based’ connection management and
transport control mechanism. BCM-based connection,management and transport control
are simplified access methods compared to SOAP{and thus are preferred.

A media client shall support HTTP-GET out-of-band transport data stream protocol.

=

A media client should support RTSP/RTP_out-of-band transport data stream protoc
multicast AV playback is implemented.

— |Rendering management service: a’media client should implement a rendefing
management service to support eontent rendering on playback devices, such|as
brightness adjustment, contrast cefntrol, volume tuning, etc.

6.3(2 BCM TCP service

The back channel message\T€P service is a type of connection management and transport
control mechanism used for’/AV playback specified in the IGRS AV system. It is essentially a
command token controlyprotocol over TCP protocol, including the BCM Server and BCM Cl{ent.
The detailed specification of the BCM TCP service is contained in Clause 9| of
ISQ/IEC 14543-5-6.

6.3{3 IGRS“SOAP service
6.3/3.1 General

Theg _eonnection management service takes charge of connection management between a
media server and media client. The media client transport management service takes charge
of the transport control of an out-of-band data stream between the media server and media
client.

The IGRS AV system specifies a connection management and transport control mechanism
based on BCM. The simple object access protocol (SOAP) could be used for these IGRS
services. However, SOAP is not preferred because BCM is a simplified access method.

6.3.3.2 Connection management service

The connection management service specifies the interface function to enable the following
functionalities:

a) inquire about the media format supported by a media client;
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b) retrieve the supported connection management and transport control mechanism;

c) setup, query and release the connection between a media server and a media client in an
IGRS AV system.

The detailed specification of CMS is contained in 8.2 of ISO/IEC 14543-5-6.

6.3.3.3 Media client transport management service

The media client transport management service specifies the interface function to control the
transport of an out-of-band data stream initiated by the media client in an IGRS AV system.
Thedetaitedspectificatiomrof- METMSTscomtamedm 8 4 of 1 SOHEC 1454 3=-5-6"

6.3(4 Rendering management service

Thg rendering management service specifies the interface function to manage‘the rendefing
of ¢ontent on a media client in an IGRS AV system. The detailed specification of RM$ is
contained in 8.5 of ISO/IEC 14543-5-6.

6.4 Media device group
6.4/1 Overview

An [IGRS device group is a device type specified by ISO/IE€\14543-5-1 for resource shaling
and device collaboration on an IGRS network. An IGRS ‘device group shall consist of fwo
types: a peer-to-peer device group and a centralised device group. The detailed specification
is gqontained in 6.5 of ISO/IEC 14543-5-1.

Baged on the definition of a device group in\ISO/IEC 14543-5-1, the IGRS AV sysf{em
spgcifies a special type of device group usedxin®an IGRS AV application, namely, the mgdia
device group, which is a centralised deviceZ/group consisting of a media server or a mgdia
clight. The media device group includes:

— |content index service device groups’specified in 6.4.2.

— audio video multicast device group, specified in 6.4.3.
6.4|2 Content index service device group

The content index seryice (CIS) device group is a type of IGRS centralised device grpup
consisting of multiple\*media servers, whose major function is to realise distribyted
collfaboration and load balancing of the content index service instances of multiple mgdia
seryers, as specified in 7.6.2. A content index service device group shall consist of a master
device and multiple slave devices. All devices in the group shall support the content inflex
seryice.

The master device in a CIS device group is called a CIS group master and the slave devicg is
called‘a CIS group slave. CIS group master devices usually have greater computation power,
bigger storage capacity and better multimedia content analysis capability and related modules.
Examples of a CIS group master include a PC, notebook, storage server, etc. A CIS group
master may backup the metadata of stored content on a CIS group slave and may also store
actual content on a CIS group slave. CIS group slave devices usually have limited
computation power and storage capacity. Examples of such devices include some embedded
media devices, a digital camera, mobile phone, media adapter, etc. A device manufacturer
may determine, based on the capability of a media server device, whether the device is
suitable to be the master device of a CIS device group when setting up a CIS device group.

A CIS group master may obtain the content directory including all content metadata on a CIS
group slave by accessing the content direcory of the CIS group slave. In general, a CIS group
master should only copy the metadata on the content directory of a CIS group slave. The
content should not be copied to the CIS group master. A CIS group master should index
content on a CIS group slave through the ObjectURI metadata attribute, which is specified in
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the content index service of ISO/IEC 14543-5-6. A CIS group master may use its content
analysis module to perform simple media format analysis or advanced content scene analysis
for a CIS group slave. For example, if due to limited device capabilities, a CIS group slave
cannot perform facial recognition analysis accurately, a CIS group master equipped with an
advanced facial recognition module should analyse the photos stored on this CIS group slave
instead in order to obtain precise metadata for the content. The detailed flow process is

spe

cified in 7.6.2.

When accessing a CIS device group, a media client may obtain content directories of all
devices in a CIS device group by accessing the CIS group master. However, a CIS group

ma-+nr ueualbhs mav, anlhv conyv matadata ~Af ~antant An A CO1Q ~rAn olaova and oy, At r=Ys)
.......... y—ray-onh-cepy—metadata—of-contentonaG reup—stave—and—may—het-eppy

content on the content directory of the slave. Therefore, a media client should set up a‘ditect
connection with the CIS group slave to access this content using an out-of-band transport
profocol after obtaining the ObjectURI pointing to the content on the CIS group slave/ from [the
content directory of the CIS group master. The detailed flow process is specifiedin'7.6.2.
Thg device group type of a content index service device group shdllybe defined |as:
Centralized:av:MediaDeviceGroup:CISDeviceGroup.
6.4|3 Audio video multicast device group
An [audio video multicast device group is a type of IGRS centralised device group consisting
of gne media server and multiple media clients. The primarysapplication of this device group is
to fealise AV playback based on multicast while preserving network resource (details |are
spgcified in 7.5). An AV multicast device group is a centralised device group created by a
meglia server (as the master device of the group) and joined by a media client as slave deyice.
The device group type of audio video multicast device group shall be defined |as:
Centralized:av:MediaDeviceGroup:AVMCastDeviceGroup.
6.5| Modular expansion of media server and media client
In an IGRS AV system, the modulé“included in a media server and media client may| be
dynamically extended to supportnew advanced services and functionalities, besides [the
mogules listed in 6.2 and 6.3.-A_media server and media client may be extended to include a
DRM module, QoS module and’user management module as shown in Figure 8.
/ Media Server \ / Media Client \
— _ = — — <
o) 2 o g o @ o £
% & b &5 Control Channel % & & & &
o o o % o o o ¢ %
Sl1&) 2| & 22|38
3 = = e 3 = = e
S g||2 g5 S11g81]]8 g=
s e 5| 8 = |g|]|5]|]¢2
) )
Media-stream-data-out-oiband-transpertpath
IGRS Core Protocol \] M IGRS Core Protocol

/ N

J

1T il

Figure 8 — Modular expansion of a media server and media client
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7 Interaction flow of the IGRS AV system

7.1 Overview of interaction flow

The IGRS AV system specifies the standard interaction procedure and network interface for
two types of AV applications, namely, simple AV playback and advanced personalised content
management. The overall interaction flow of the IGRS AV system is depicted in Figure 9.

In the IGRS AV system interaction flow, the IGRS dynamic service invocation module shall be
supported. The IGRS dynamic service invocation module may work as a part of the AV
apffication fogic to orchestrate the Interaction between Services with respect 1o the
capabilities of the device or device group involved and to co-ordinate the service invgcation
sequence between the media server and media client. The IGRS dynamic service ifivocation
moflule should be implemented on a media server, a media client or an IGRS client:

Device Grouping

y

Dynamic Service Invocation
Flow Determination

IGRS AV Application Type?,

AV Playback Content Management
Interaction Flow of IGRS Interaction Flow of IGRS
AV Playback Content Management

Figure 9 — Overall-interaction flow of the IGRS AV system

The specific steps of the overall"interaction flow of the IGRS AV system depicted in Figune 9
are|specified as follows.

a) |Setup device group:IGRS AV devices may setup a media device group according to |the
device capability match condition (7.2).

b) [Determine service interaction flow: the IGRS dynamic service invocation module
determinestapplication service interaction flow according to the AV application type and
matching.\the capabilities of the device or device group involved (7.3).

c) |Selectprocedure: select the procedure to execute in the following steps according to [the
AY ‘application type: specified in 7.4 if it is AV playback; specified in 7.6 if it is con{ent
management.

7.2 Interaction flow of device grouping

7.21 Overview of interaction flow of device grouping

The flow of media device group setup is specified in this subclause. The media device group
is a specialised type of centralised device group specified in the ISO/IEC 14543-5-1. The

setup and dismissing strategy shall obey the rules specified for a centralised device group in
ISO/IEC 14543-5-1 (see 6.5, 6.14 and 9.8 in ISO/IEC 14543-5-1 for more details).

The media device group of the IGRS AV system can be divided into two classes:
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Content index service device group, which may consist of more than one media server
device. This group enables distributed collaboration and load balancing among content

stored and managed on several media server devices;

Audio video multicast device group, which may consist of one media server supporting

multicast function and multiple media clients, to implement the AV playback based
multicast.

The following clauses specify:

on

the generic inner-group information exchange mechanism of an IGRS device group (7.2.2)
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the inner-group information exchange and group management mechanism of the speq
media device group (content index service device group in 7.2.4 and audio video-multig
device group in 7.2.5).

2 Inner-group information exchange mechanism of IGRS device group
21 General

/[IEC 14543-5-1 has already specified the group management mechanism for an 1QG
ice group in detail. This subclause specifies a set of genetic) inner-group informa
hange mechanisms among devices in a group to supplement‘the existing device gr
cification in ISO/IEC 14543-5-1.

IGRS device group shall support two types of~inner-group information excha
chanisms. One is a notification message based on{multicast, which is described in 7.2.

other is a request/response message based onunicast, which is described in 7.2.2.3.
2.2 Inner-group information exchange based on multicast notification
inner-group information exchange based on multicast notification is a generic informa

hange mechanism defined for an IGRS device group. It applies to a peer-to-peer de

ices in the same group about “the exchanged information, it shall use the notifica
5sage format specified in Table-1.
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Table 1 — IGRS device group inner-group information exchange notification message

Message Field explanation

NOTIFY * HTTP/1.1 Extended HTTP COMMAND LINE

Host:239.255.255.250:3880 Required field

NT:uuid: Device Id of the Notification Source Required field, see 8.1.2 of
ISO/IEC 14543-5-1

NTS:isdp:groupalive Required field

USN:uuid:Device Id of the Notification Source Required field, see 8.1.2 of
ISOHEC14543=5-1

MAN:"http://www.igrs.org/spec1.0”;ns=01 Required field, see Clause B.1 of
ISO/IEC 14543-5-1

01-16RSVersion:IGRS/1.0 Required field

01-16RSMessageType: DeviceGrouplnfoExNotify Required field

01-OeviceGroupld:Device group Id of the Notification Source Required field, typg)is URI,

specified in 8¢1.8%of
ISO/IEC 14543-5-1

01-SourceDeviceld: Device Id of the Notification Source Required field, type is URI,
specified/in 8.1.2 of
ISOANEC 14543-5-1

Confent-Length: message body length Required field
Confent-Type:text/xml; charset=utf-8 Required field
MAN:"http://schemas.xmlsoap.org/soap/envelope/”;ns=02 Required field
02-YoapAction:"IGRS-DeviceGroup-InfoExNotify” Required field

Shall be empty

<SOPP-ENV:Envelope Required field

xmins:SOAP-ENV="http://schemas.xmlsoap.org/soaplenvelope/”

SOAP-

ENVfencodingStyle="http://schemas.xmlsoap.org/soap/encoding/”>

<SOAP-ENV:Body> Required field

<DeyiceOperation xmIns=“http://www.igrs.org/spec1.0”> Required field, see Clause B.1 of
ISO/IEC 14543-5-1

<DeyiceGroupName> device group name </DeviceGroupName> Required field, type is string

<Inf¢pEx> Required field, XML element

qI—Here is specifi¢ content of the exchanged information -->

</InfoEx>

</DgviceOperation>

</SQAP-ENV:Body> Required field

</SQAR/ENV:Envelope> Required field

7.2.2.3 Inner-group information exchange based on unicast request/response
message

The inner-group information exchange based on a unicast request/response message is a
generic information exchange mechanism defined for an IGRS device group. It applies to a
peer-to-peer device group as well as a centralised device group. For any device that needs to
receive exchanged inner-group information from other devices in the same group, it shall use
the request message format specified in Table 2. The device receiving the request message
shall send the expected inner-group exchanged information in the format of response
message specified in Table 3.
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The specific format of inner-group exchanged information is not specified by this subclause.
The only requirement is that the format of information shall be an XML element using any
XML namespace convention. The inner-group exchanged information format of media device
group defined in this standard is specified in 7.2.4.4 and 7.2.5.4.

Table 2 — IGRS device group inner-group information exchange request message

Message Field Explanation

M-POST /IGRS HTTP/1.1 Extend HTTP COMMAND LINE

Host: Target Host |IP Address:port Required field

MAN:"http://www.igrs.org/spec1.0”;ns=01 Required field, see Clause B.1 of ISO/IEC 14543-3-1

01-IGRSVersion: IGRS/1.0 Required field, IGRS version number

01-IGRSMessageType: DeviceGrouplnfoExRequest Required field, content shall be this

01-DeviceGroupld:Device group Id Required field, type is URI, specifiedyin 8.1.3 of
ISO/IEC 14543-5-1

01-SourceDeviceld: Device Id of request device Required field, type is URI, specified in 8.1.2 of
ISO/IEC 14543-5-1

01-TargetDeviceld: Master device Id Required field, type is"URI, specified in 8.1.2 of
ISO/IEC 14543-5-1

Content-Length: message body length Required field

Congent-Type:text/xml; charset=utf-8 Required field

MAN:"http://schemas.xmlsoap.org/soap/envelope/”;ns=02 Required field

02-FoapAction:"IGRS-DeviceGroup-InfoExRequest” Required field
Shall be empty

<SJAP-ENV:Envelope Required field

xmlns:SOAP-

EN\="http://schemas.xmlsoap.org/soap/envelope/”

SOAP-

ENV:encodingStyle="http://schemas.xmlsoap\org/soap/en

coding/”>

<SJAP-ENV:Body> Required field

<DejviceOperation xmIns="http://www.igrs.org/spec1.0”> Required field, see Clause B.1 of ISO/IEC 14543-5%-1

<DejiceGroupName> device group name Required field,and type is string

</D¢viceGroupName>

<Sepuenceld> Invocation request sequence ID Required field, type is 32 bit UnsignedInt (0 is

</S¢quenceld> reserved)

</D¢viceOperatien> Required field

</SQAP-EN\:Body> Required field

</SQAP-ENV:Envelope> Required field
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Table 3 — IGRS device group inner-group information exchange response message

Message

Field explanation

HTTP/1.1 200 OK

HTTP COMMAND LINE

Ext:

Required field

Cache-control:no-cache="Ext”

Required field

MAN:”http://www.igrs.org/spec1,0”;ns=01

Required field, see Clause B.1 of ISO/IEC 14543-5-1

01-IGRSVersion: IGRS/1.0

Required field, IGRS version number

01-1GRSMessageTvne:.-DeviceGrouplnfcExResponse.
=) Pl g ™

anllirnr{ Fio|r|’ content-shall be this

01-JourceDeviceld: Device Id of response device

Required field, type is URI, specified in 8.1.2 of
ISO/IEC 14543-5-1

01-TlargetDeviceld: Device Id of device that sent request

Required field, type is URI, specified in)8.1.2 of
ISO/IEC 14543-5-1

01-OeviceGroupld: Device group Id

Required field, type is URI, specified)in 8.1.3 of
ISO/IEC 14543-5-1

Confent-Length: Message body length

Required field

Confent-Type:text/xml; charset=utf-8

Required field

MAN:"http://schemas.xmlsoap.org/soap/envelope/’;ns=02

Required field

02-YoapAction:"IGRS-DeviceGroup-InfoExResponse”

Required field

Shall be entpty

<SOPP-ENV:Envelope

xmins:SOAP-
ENVF"http://schemas.xmlsoap.org/soap/envelope/”

SOAP-
ENV}encodingStyle="http://schemas.xmlsoap.org/soap/en
codipg/”>

Required. field

<SOAP-ENV:Body>

Required field

<DeyiceOperation xmIns="http://www.igrs.org/spec1.0”>

Required field, see Clause B.1 of ISO/IEC 14543-5%-1

<DeyiceGroupName> device group name
</DgviceGroupName>

Required field and type is string

<Acknowledgeld> invocation respohse)sequence ID
</Adknowledgeld>

Required field. Type is 32 bit UnsignedInt. Same afs
the Sequenceld in Request message.

<RefurnCode> response status code </ReturnCode>

Required field. See Clause 11 of ISO/IEC 14543-5

-

<InfgEx>

qI—Here is specific'eontent of the exchanged
information -->

</InfoEx>

Required field, XML element

</DgviceOperation>

Required field

</SQAR-ENV:Body>

Required field

</SOAP-ENV:Envelope>

Required field

7.2.3

Group management mechanism of IGRS centrialised device group

This subclause describes the generic group management mechanism of an IGRS centralised

device group specified in ISO/IEC 14543-5-1.

As shown in Figure 10, the management flow of an IGRS centralised device group from the
perspective of the master device is described below.

a) Create device group (centralised device group setup): a master device goes online,
creates a centralised device group and sends a centralised device group online

advertisement message.



http://schemas.xmlsoap.org/soap/envelope/
http://schemas.xmlsoap.org/soap/envelop
http://schemas.xmlsoap.org/soap/encoding/
http://schemas.xmlsoap.org/soap/encoding/
https://iecnorm.com/api/?name=6bbcfd1845d31e235c2e33d208cb22b7

14543-5-21 © ISO/IEC:2012(E) - 23 -

b)

Master device allows a slave device to join a group (join centralised device group): a slave
device goes online and discovers the required IGRS centralised device group and then
selects and joins a group (JoinCentralized group). The detailed strategy should be
specified by the application developer and device manufacturer.

Master device allows a slave device to leave a group (leave centralised device group): the
slave device may leave the centralised device group or goes offline directly.

Dismiss device group (centralised device group dismiss): master device sends the
centralised device group a dismiss notification message, and the device group dissolves.

MasterDevice Omtine

v

Create Centralized Device
Group

b

Accept Slave Device to Join/
Leave Group

\ 4
Dismiss Centralized Device
Group

Y

Master Device Offline

Figure 10 — Flow of centralised device group management
from the perspective of a master device

shown in Figure 11, the management flow of an IGRS centralised device group from |the
spective of the slave device is described below.

Discover device group: @ slave device goes online and discovers an IGRS centralised
device group.

Join device groupsa slave device selects and joins groups from the previously discovered
IGRS centralised device groups.

Leave deviece'group: a slave device may leave a centralised device group or goes off
directly,

ne

Slavesdevice goes offline.
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Slave Device Online

v

Discovery Centralized Device
Group

b

Join Centralized Device Group

7.2
7.2

A (
ser
gro

7.2

In an IGRS network, there shall\be) at most one content index service device group with ¢
media server as the master device at any time. The voting strategy of the CIS grpup

ong
ma
con
oth

7.2

The
me
“De

v

Leave Centralized Device
Group

y

Slave Device Offline

Figure 11 — Flow of centralised device group.management
from the perspective of slave device

4 Content index service device group
41 General

IS device group is a type of IGRS media device group. It is composed of several me

up slave.

4.2 Group setup strategy of.content index service device group

ster shall adopt the pre-emptive method, which allows only the first media-server’'s s¢g
tent index service devicé group request to be processed successfully while denying
Er requests.

4.3 Contentjindex service device group online advertisement message

CIS grodp-master shall send a content index service device group online advertisem
5sage . (periodically (see 9.5.3.2 of |[ISO/IEC 14543-5-1). An XML elem
viceGroupType” shall be added to the SOAP message body with a value that shall

Cerrtralized:av:MediaDeviceGroup:CISDevcieGroup, as stated in Table 4.

dia

vers. The master device is called a CIS group master, and the slave device is called a CIS

nly

tup
all

ent
ent
be:
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Table 4 — Content index service device group online advertisement message

Message

Field explanation

NOTIFY * HTTP/1.1

Extended HTTP COMMAND LINE

Host:239.255.255.250:3880

Required field

Cache-control:max-age=Max advertisement valid time

Required field, type is 32 bit
unsignedInt (0 is reserved) when
device receives this message and
the time has expired, the device
group no longer exists; before this
max—age is reached master

device shall send new device
group advertisement to resetithis
time, unit is in second

—

bcation: http://www.igrs.org/devicegroup/centralised

Required field, see Clause B.6 off
ISO/IEC 14543-5-1

N[T:uuid:Advertising Device Group Id

Required field,.see-8.1.3 of
ISO/IEC 14543-5-1

pd

TS:isdp:groupalive

Requiredffield, ISDP requirement

n

FRVER: OS/version IGRS/1.0 product/version

Required field

[

SN:uuid:Advertising Device Group Id

Required field, see 8.1.3 of
ISO/IEC 14543-5-1

=

AN:"http://www.igrs.org/spec1.0”;ns=01

Required field, see Clause B.1 off
ISO/IEC 14543-5-1

0f-IGRSVersion:IGRS/1.0

Required field, IGRS version
number

O0fl-IGRSMessageType:CentralisedDeviceGroupAdvertisement

Required field, content shall be
this

0f-SourceDeviceld: Source Device Id that is sending,group
aflvertisement

Required field, type is URI,
specified in 8.1.2 of
ISO/IEC 14543-5-1

bntent-Type:text/xml; charset=utf-8

Required field

Required field

AN:"http://www.w3.0rg/2002/12/seap-envelope”;ns=02

Required field

C
Cpntent-Length: Message body length
M
0

P-SoapAction:"IGRS-CentralisedDeviceGroup-Advertisement”

Required field

Shall be empty

<POAP-ENV:Envelope
nins:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"

X
SPAP-
ENV:encodingStyle="http://schemas.xmlsoap.org/soap/encoding/">

Required field

A

SOAP-ENV™Body>

Required field

A

Device@peration xmIns=*http://www.igrs.org/spec1.0”>

Required field, see Clause B.1 off
ISO/IEC 14543-5-1

<DeviceGroupld> Device Group ID </DeviceGroupld>

Required field, see 8.2.3 of
ISO/IEC 14543-5-1

<DeviceGroupName> device group name</DeviceGroupName>

Required field

<DeviceGroupType>

Centralized:av:MediaDeviceGroup:CISDeviceGroup
</DeviceGroupType>

Required field

</DeviceOperation>

Required field

</SOAP-ENV:Body>

Required field

</SOAP-ENV:Envelope>

Required field
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4.4 Inner-group information exchange mechanism of content index service
device group

As specified in 7.2.2 to supplement ISO/IEC 14543-5-1, a content index service device group
supports two types of inner-group information exchange mechanisms: notification based on
multicast and request/response message based on unicast.

The format of inner-group exchanged information is not specified in this subclause. The
detailed strategy should be specified by the application developer and device manufacturer.

7.2

Thi
ma
spe

Fig
ma

a)
b)

‘s o hramtsmT-of i ooy

5 subclause specifies the group management mechanism from the perspectives, of
ster device and slave device of the content index service device group. Refer to
cification in 7.2.3.

ire 12 shows the group management mechanism from the perspective of CIS gr
5ter as follows.

A media server goes online and is set as the CIS group master.
Search the existing content index service device group in the‘eurrent IGRS network:

1) If the content index servicedevice group exists, the miedia server joins the group 3
slave device and transfers its CIS metadata to the-content directory of the CIS gr
master. Then it may leave the content index service device group and go offline.

2) If no content index service device group exisis, the media server creates the conf
index service device group as the CIS group/master and sends the device group
online advertisement message. Then it allows another media server to join this gr
as a CIS group slave and uploads the\€IS metadata on the CIS group slave to

content update event of the CIS group slave so that the CIS group master is noti
whenever the content on the CIS:group slave is updated. It allows the CIS group sl
to leave the group. Lastly, it\dismisses the content index service device group
goes offline.

the
the

bup

s a
bUp

ent

an
bup
the

content directory on the CIS group master. The CIS group master may subscribe fo a

ied
ave
hnd
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Media Server Online

v

Search CIS Device Group

CIS Device Group Exists?

Create CIS Device Group as
CIS Group Master

<
[]
I

ce

D Group as CIS CIS Device Group Onling
Group Slave Advertisement

l Accept Other Media Server to
Transfer CIS Metadata to CIS Join Group as & Group Slave

Group Master +

Upload CIS Group Slave’s CIS
Metadata to CIS Group Master

Y y

Leave CIS Device Group Acceplf CIS %roup Slave
eave Group

v

Dismiss CIS Device Group

Y v

Media Server. Offline Media Server Offline

Figure 12 — Flow, of content index service device group management from the
perspective of media server set as CIS group master

Fighre 13 shows _the group management mechanism from the perspective of a CIS grpup
slaye as follows:

c) |Media-server goes online and is set as a CIS group slave.
d) |Search the existing content index service device group in the current IGRS network:

H—tfthecomtentimdex servicedevice group exists,; itjoins thegroup anmdtransfersitsTCIS
metadata to the content directory on the CIS group master. Then it may leave the
content index service device group and go offline.

2) If no content index service device group exists, the media server waits for a period of
time, go to step d). The length of the waiting time should be specified by the
application developer and device manufacturer.
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Media Server Online

Waiting

7.2
7.2

An
con

clignts (as slave devices of the device group).

7.2

Mo
IGH
gro
dey

Join CIS Device Group as CIS
Group Slave

v

Transfer CIS Metadata to CIS
Group Master

v

Leave CIS Device Group

v

Media Server Offline

Figure 13 — Flow of content index service device group management from the
perspective of a media sérver set as CIS group slave

5 Audio video multicast device group
5.1 General

audio video multicast devicevgroup is a class of the IGRS media device group. |
nposed of a media server (as the master device of the device group) and multiple me

5.2 Group setup strategy of audio video multicast device group

e than one audio video multicast device group is allowed to exist simultaneously on
S network~at*any time. One media server may create several audio video multicast de
ups. Oney‘media client may join several audio video multicast device groups as sl
ice at.the"same time.

[ is
dia

an
ce
Ave

7.2

5:3 Audio video multicast device group online advertisement message

The master device shall send audio video multicast device group online advertisement
messages (see 9.5.3.2 of |[ISO/IEC 14543-5-1) periodically. An XML element
“DeviceGroupType” shall be added to the SOAP message body with a value that shall be:
Centralized:av:MediaDeviceGroup:AVMCastDeviceGroup, as specified in Table 5.
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Table 5 — Audio video multicast device group online advertisement message

Message

Field explanation

NOTIFY * HTTP/1.1

Extended HTTP COMMAND LINE

Host:239.255.255.250:3880

Required field

Cache-control:max-age=Max advertisement valid time

Required field, type is 32 bit unsignedint (0
is reserved) when device receives this
message and the time has expired, the
device group no longer exists; before this
max—age is reached, master device shall
send new device group advertisement to

reset this time, in units second (s)

—

bcation: http://www.igrs.org/devicegroup/centralised

Required field, see Clause B.6 of
ISO/IEC 14543-5-1

N[T:uuid:Advertising Device Group Id

Required field, see 8.1.3 of
ISO/IEC 14543-5-1

pd

TS:isdp:groupalive

Required field, ISDP réquirement

(@)

FRVER: OS/version IGRS/1.0 product/version

Required field

C

SN:uuid:Advertising Device Group Id

Required field, see 8.1.3 of
ISO/IEC 14543+-5-1

MAN:”http://www.igrs.org/spec1.0”;ns=01

Required field, see Clause B.1 of
ISO/IEC)14543-5-1

-IGRSVersion:IGRS/1.0

Required field, IGRS version number

-IGRSMessageType:CentralisedDeviceGroupAdvertisement

Required field, content shall be this

-SourceDeviceld: Source Device Id that is sending group
Hvertisement

Required field, type is URI, specified in
8.1.2 of ISO/IEC 14543-5-1

pntent-Type:text/xml; charset=utf-8

Required field

pntent-Length: Message body length

Required field

AN:"http://www.w3.0rg/2002/12/soap-envelope”;ns=02

Required field

o|l=z|lololvol|lo|o

P-SoapAction:”IGRS-CentralisedDeviceGroup-Advertisement”

Required field

Shall be empty

<BOAP-ENV:Envelope Required field
xmIns:SOAP-ENV="http://schemas.xmlsoap.org/soap/envelope/"

SPAP-

ENV:encodingStyle="http:/lschemas.xmlsoap.org/soap/encoding

S

<BOAP-ENV:Body> Required field

A

DeviceOperation xmIns=*http://www.igrs.org/spec1.0”>

Required field, see Clause B.1 of
ISO/IEC 14543-5-1

A

DeviceGroupld> Device Group ID </DeviceGroupld>

Required field, see 8.1.3 of
ISO/IEC 14543-5-1

<DeviceGroupName> device group name

Required field

</DeviceGroupName>

<DeviceGroupType>
Centralized:av:MediaDeviceGroup:AVMCastDeviceGroup
</DeviceGroupType>

Required field

</DeviceOperation>

Required field

</SOAP-ENV:Body>

Required field

</SOAP-ENV:Envelope>

Required field
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5.4 Inner-group information exchange mechanism of audio video multicast

device group

As specified in 7.2.2 to supplement ISO/IEC 14543-5-1, an audio video multicast device group
supports two types of inner-group information exchange mechanisms: notification based on
multicast and request/response message based on unicast.

The XML element of the inner-group exchanged information of the audio video multicast
device group is specified as follows:

<M
<M
IP:H
bou

For
<In

For
<In
em

For
<In
the

7.2

Thi
ma
def

Fig
ma

a)
b)

fv'in,dblinfu
<MediaFileURL>Media File URL</MediaFileURL>
<McastAddr>Multicast Address</McastAddr>
</ McastInfo >
castAddr/> XML element contains the multicast address, string itype and the forma

Port, e.g. 239:255:255:100:1000, where IP is the multicast |IP" address and port is
nd port.

a notification based on multicast, the above XML*“element shall be enclosed
foExNotify/> element as a sub-element.

exact value.

5.5 Group management mechanism of audio video multicast device group

ster device and a slave device of an audio video multicast device group. Refer to
nitions in 7.2.3.

ster devicejin'an audio video multicast device group, as follows:

a media'server goes online;

créate an audio video multicast device group and send an audio video multicast de

group online advertisement;

bdiaFileURL/> XML element contains the ObjectURI of multicast content, URI string type.

E is
the

a request message based on unicast, the above XML element shall be enclosed in
foOExReq/> element with the values of <MediaFileURL/> and <McastAddr/> element sef to
Dty.

a response message based on unicast, the above XML element shall be encloseq in

foExRes/> element with the values .oft <MediaFileURL/> and <McastAddr/> element sef to

5 subclause describes( the group management mechanism from the perspectives df a

the

ire 14 shows,_the flow of the group management mechanism from the perspective gf a

ice

c)
d)
e)
f)
g9)

the media server allows a media client to join the group as slave device;
multicast content is sent to a slave device;

allow the slave device to leave the group or the slave device goes offline;
dismiss the device group;

media server goes offline.
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Media Server Online

v

Create AVMCast Device
Group

v

Accept Media Client Join
Group

Y

Multicast stream transport

Accept Media Client Leave
Group or Media Client Offline

Dismiss Device Group

v

Media Server Offline

Figure 14 — Flow of AV multicast device group management
from the perspective of master device

Fighre 15 shows the group management mechanism from the perspective of slave devic¢ in
audio video multicast device group, as follows:

h) [the media client goes online;

i) [search the existing audio video_multicast device group in the current IGRS network;
j) |select and join an audio video'multicast device group;

k) |play or record the multicast content from the master device;

I) [the media client leaves the group;

3

the media clientgoes offline.
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Y

Multicast stream playback

Y

Leave Device Group

v

Media Client Offline

7.3| Interaction flow of dynamic service invocatioh flow determination

Figure 15 — Flow of audio video multicast device-group management
from the perspective of a slave.device

In Bn IGRS AV system, an IGRS dynamic service invocation module may determine
seryice interaction flow of an AV application ¢based on the capability match condition of
invplved device or device group, as depictedcin Figure 16.

Média Server Media Device Group Media Client

the
the

IGRS Dynamic Service
Invocation Module

-
<

Device capability discovery

Device group capability discovery

Y

A

Device €apability discovery

|

Match device d
generate dyna
invocation floy

apability to
nic service

Figure 16 — Interaction flow of dynamic service invocation

The IGRS dynamic service invocation module shall first discover the application capabilities of
a media server, media client or media device group and then match their capabilities to
determine the appropriate dynamic service invocation flow. For example, if both media server
and media client in an AV playback application support the IGRS QoS protocol, the IGRS QoS
services shall be invoked to set up the traffic path; otherwise the QoS service shall not be

invoked.

An IGRS dynamic service invocation module may determine the capabilities of a device by

using the following methods.
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The

a)

The service type header (01-ServiceType) in the service online advertisement
message indicates the IGRS standard service implementation information on the
device (10.1.1 of ISO/IEC 14543-5-1).

The service online registration message of the slave device in the centralised device
group reports the running service information on the slave device to the master device
(10.1.2 of ISO/IEC 14543-5-1).

Search the running service on the device by sending a service search message (10.2
of ISO/IEC 14543-5-1).

invocation module to report its service type (10.3 of ISO/IEC 14543-5-1).

IGRS dynamic service invocation module may determine the capabilities of |Ja”deyice

group by discovering the device group type of the device group according.to 9.8 of

1SC

7.4
7.4

1

/IEC 14543-5-1.

Interaction flow of AV playback

General

Thig subclause describes the interaction flow of an IGRS AV playback application. Figure 17

deq
inv
7.3

icts the flow of an IGRS dynamic service invocation module co-ordinating the seryice
pbcation between the media server and media client accarding to the procedure specified in
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Figure 17 — Interaction flow of AV playback


https://iecnorm.com/api/?name=6bbcfd1845d31e235c2e33d208cb22b7

14543-5-21 © ISO/IEC:2012(E) - 35—

The interaction flow of an IGRS AV playback application is as follows.

a)

b)

Content lookup: the IGRS dynamic service invocation module browses content
managed by a media server. The Browse() and Search() interface of the content index
service may be used to discover contents (refer to ISO/IEC 14543-5-6).

Media format and transport mechanism discovery: the IGRS dynamic service
invocation module discovers the media format and transport mechanism supported by
media server and media client. The media format information and transport mechanism
may be obtained by the GetProtocolinfo() interface of the connection management
service (refer to connection management service in ISO/IEC 14543-5-6) or from the

g)

h)

lacal confiaration-of-device
o SO guUTa o ooyt

Media format and transport mechanism match: the IGRS dynamic service invocation
module matches the media format and transport mechanism supported by the mdgdia
server and media client.

Transcoding: if the media server and media client cannot match the media formaf of
the content and the IGRS dynamic service invocation module discovers-that the mgdia
server has transcoding capability (i.e. content index service of\the media sefver
implements ConvertMediaFormat() interface), it requests the) media server| to
transcode the media format of the content.

Media transport control mechanism discovery: the IGRS/dynamic service invocation
module discovers the transport control mechanism supported by the media server gnd
media client: either a back channel message based transport control mechanism qr a
simple object access protocol based transport centrol mechanism. The transport
control mechanism may be obtained by the~GetProtocolinfo() interface of |the
connection management service (refer to {SO/IEC 14543-5-6) or from the Iqcal
configuration of the device.

Media transport control mechanism match: the IGRS dynamic service invocation
module matches the media transportieontrol mechanism supported by the mgqgdia
server and media client; if both mech@nisms are supported, the back channel messgage
based transport control mechanismshall be used.

Connection setup: the IGRS dynamic service invocation module sets up a connection
between a media server~iand media client. For the BCM-based connecfion
management and transport.control mechanism, refer to Clause 9 in ISO/IEC 1454345-6;
for SOAP-based connéétion management and transport control mechanism, refef to
8.2 in ISO/IEC 14543:5-6.

Select content: the IGRS dynamic service invocation module selects the content tq be
played. For a BCM-based connection management and transport control mechanigm,
refer to Clause 9 in ISO/IEC 14543-5-6; for SOAP-based connection management and
transport centrol mechanism, refer to 8.3 and 8.4 in ISO/IEC 14543-5-6.

DRM /module invocation: if the content is copyrighted, the IGRS DRM systen] is
invoked to execute the proper process.

QO0S setup: if the content to be played requires QoS support, the IGRS QoS systen is
invoked to setup the transport path.

n)

Transport control: the IGRS dynamic Service invocation module controls the transport
of the media stream, such as play, pause, stop, etc. For a BCM-based connection
management and transport control mechanism, refer to Clause 9 in ISO/IEC 14543-5-6;
for SOAP-based connection management and transport control mechanism, refer to
8.3 and 8.4 in ISO/IEC 14543-5-6.

Rendering control: the IGRS dynamic service invocation module controls the rendering
of content, such as adjust brightness, tune loudness, etc., refer to 8.5 of
ISO/IEC 14543-5-6.

QoS release: if the content playback has QoS support, IGRS QoS system is invoked to
release the setup of a transport path.

Connection release: the IGRS dynamic service invocation module releases the
connection between media server and media client. For a BCM-based connection
management and transport control mechanism, refer to Clause 9 in ISO/IEC 14543-5-6;
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for SOAP-based connection management and transport control mechanism, refer to
8.2 in ISO/IEC 14543-5-6.

The IGRS AV playback application supports two types of out-of-band media stream transport
modes: media server initiated transport and media client initiated transport. In the media
server initiated transport mode, the media server is responsible for the transport control of the
media stream. In the media client initiated transport mode, the media client is responsible for
the transport control of the media stream.

The IGRS AV playback application also supports two out-of-band media stream transport

co ol mechanism. Dack nannel me age based anspo anirol and mple Qhple a 0SS

¢ to the differences among the out-of-band transport initiating parties and the itransport
control mechanisms, the IGRS AV playback application shall require different)jcompongnts
and interaction procedures. 7.4.2 describes the device composition and interaction flow of
meflia server initiated out-of-band transport. 7.4.3 describes the device)»composition and
intgraction flow of media client initiated out-of-band transport.

7.4|2 Media server initiated transport mode
7.4]12.1 General

Subpclause 7.4.2.2 describes the device composition and ‘interaction flow of a media sefver
and media client for back channel message-based transpeort control mechanisms. Subclalse
7.4]12.3 describes the device composition and interdction flow of media server and mddia
cligint for simple object access protocol based transport control mechanism.

7.4{2.2 Back channel message based transport control mechanism

In this mode, when the IGRS dynamic serVice invocation module is located on a media cli¢nt,
as phown in Figure 18, the media server shall implement the BCM server of the BCM TCP
seryice and the media client shall implement the BCM client of the BCM TCP service. When
the| IGRS dynamic service invocation module is located on a media server, as showr in
Fighre 19, the media server shallimplement the BCM client of the BCM TCP service and [the
meflia client shall implement the-BCM server of the BCM TCP service. The BCM client senpds
BCM command to control therout-of-band media stream between the media server and mgdia
clignt.

Media Server Media Client (with BCM TCP Client) +
(with BCM TCP Server) IGRS Dynamic Service Invocation Module

BCM Transport Control
Command

BCM Transport Status Notification

Figure 18 — Control of media server initiated transport based on BCM
(IGRS dynamic service invocation module located on media client)
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Media Server (with BCM TCP Client) + Media Client
IGRS Dynamic Service Invocation Module (with BCM TCP Server)

BCM Transport Control Command

BCM Transport Status Notification

>

Figure 19 — Control of media server initiated transport based on BCM
(IGRS dynamic service invocation module located on a media server)

7.4|12.3 Simple object access protocol based transport control mechanism

In this mode, the media server shall implement the media server transport management
seryice (MSTMS) and the IGRS dynamic service invocation module invokes the SQAP
intgrface function specified in MSTMS to control the out-of-band media stream. The detalled
intgraction flow is depicted in Figure 20.

Media Server Media Client IGRS Dynamic Service Invocation Module
<
MSTMS:Play()
>
<t
MSTMS:Pause()
>
<
MSTMS:Stop()
>

Figure 20 — Control of media server initiated transport based on SOAP

7.4|3 Media client initiated transport mode

7.4:3+1 Generatl

Subclause 7.4.3.2 describes the device composition and interaction flow of a media server
and media client for a back channel message-based transport control mechanism. Subclause
7.4.3.3 describes the device composition and interaction flow of a media server and media
client for a simple object access protocol-based transport control mechanism.

7.4.3.2 Back channel message based transport control mechanism

In this mode, when the IGRS dynamic service invocation module is located on a media client,
as shown in Figure 21, the media server shall implement the BCM server of a BCM TCP
service and the media client shall implement the BCM client of a BCM TCP service. When the
IGRS dynamic service invocation module is located on a media server, as shown in Figure 22,
the media server shall implement the BCM client of a BCM TCP service and the media client
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shall implement the BCM server of BCM TCP service. The BCM client sends a BCM command
to control the out-of-band media stream between the media server and media client.

Media Server Media Client (with BCM TCP Client) +
(with BCM TCP Server) IGRS Dynamic Service Invocation Module

BCM Transport Control Command

BCM Transport Status Notitication

Figure 21 — Control of a media client initiated transport based on BCM
(IGRS dynamic service invocation module located on a media client)

Media Server (with BCM TCP Client) + Media Client
IGRS Dynamic Service Invocation Module (with BCM TCP Server)

BCM Transport Contrel'Command

BCM Transport Status Notification

>

Figure 22 — Control of media ¢lient initiated transport based on BCM
(IGRS dynamic service invocation module located on media server)

7.413.3 Simple object access protocol based transport control mechanism

In this model, the media client-shall implement the media client transport management seryice
(METMS) and the IGRS dynamic service invocation module invokes the SOAP interface
fungtion specified in MCTMS to control the out-of-band media stream. The detailed interaction
flow is depicted in Figure 23.
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Media Server Media Client IGRS Dynamic Service Invocation Module
¢
MCTMS:Play()
>
<
MCTMS:Pause()
>
<
MCTMS:Stop()
P>

Figure 23 — Control of media client initiated transport'‘based on SOAP

Interaction flow of multicast AV playback

multicast AV playback procedure shall be required when

the metadata of content stored and managed by the content index service includes
attribute of an ObjectURI starting with “rtspmu://” (refer to ISO/IEC 14543-5-6)
AVMCastGroupName (refer to ISO/IEC 14543-5-6), and

the media client chooses to play the*content through the multicast ObjecURI in the
playback procedure.

ording to the multicast AV playback procedure, if an AVMCastGroupName metadata d
exist or is set to empty,«the media client that intends to start the multicast playb
sion shall trigger the media server to create an audio video multicast device gr
ording to the specification in 7.2.5 and shall set the AVMCastGroupName metadata to
up name of the created audio video multicast device group and then join that group. If
MCastGroupName. metadata is not empty, the media client that intends to join the multidg
yback session~shall join the audio video multicast device group according to
cification in 7.2:5. Figure 24 depicts the flow of multicast AV playback.
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Media Server Media Client

<
Select content (multicast
URL)

Create AVMCast Device

If the media serverreceives a multicast playback request and finds no audio video multig

dey
set
vid
deV

Group 1T It does not exist for
the selected content

-

Buidnoib

Join group

Obtain multicast transport
address of the content

Flow of traditional
AV playback
follows

Leave group

Dismiss group

Figure 24 — Flow of multicast AV playback

ice groupravailable for the content, it shall create an audio video multicast device gro
the AVMCastGroupName metadata of the content to the group name of the created a|
b0 multicast device group, allocate a multicast address for the device group and sen
ice group online advertisement message.

ast
up,
dio
d a

The specific steps of the flow process are described as follows.

a) Media client browses content in the content directory of a media server and selects

multicast an ObjectURI to play the content.

b) If the media server receives the multicast playback request and finds no audio video
multicast device group available for the content, it shall create an audio video
multicast device group, set the AVMCastGroupName metadata to the group name of

the created audio video multicast device group, allocate a multicast address for

the

device group and send an audio video multicast device group online advertisement

message.

¢) Media client searches and joins the audio video multicast device group for the content.

d) Media client obtains a multicast playback address from the media server according to

the specification in 7.2.2.
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The

collaboration by distributed collaboration of content index services on multiple media serv

The

a)
b)

e) Media client accesses the multicast playback address according to the specification in

7.4 and starts to play the content.
f) The media client leaves the audio video multicast device group.

g) If there is no media client in the audio video multicast device group, the media server

dissolves the device group.

Interaction flow of content management

A General

hagement type. The IGRS AV system supports two types of content managem
lications: collaborative content analysis and personalised content recommendation:

2 Interaction flow of collaborative content analysis
content index service device group supports the functionality of \distributed con

interaction flow is depicted in Figure 25 and described as follows.

Set up the content index service device group according to the/specification of 7.2.4.5.

The CIS group master obtains the content directory of the)CIS group slave, imports
content metadata on the CIS group slave but not theZc¢ontent. The CIS group ma
ObjectURI metadata for the content stored on CIS group slave then points to content

the metadata of the content, it shall specify this ‘'metadata attribute as an empty X
element.

The CIS group master checks whether the:the metadata of the content from a CIS gr
slave is an empty XML element.

If the metadata of a certain content'is an empty XML element, the CIS group ma
determines that the CIS group slave is requesting to analyse this metadata and s
obtain the content from the CIS\group slave, analyse the content, generate a metad
and send the newly generated metadata to the CIS group slave. Upon receiving the 1
metadata, the CIS group slave shall combine this metadata with the original that may
stored locally into a morécomplete metadata and then update the content directory an
copy on the CIS group'master through a notification.

5 subclause describes the interaction flow of the IGRS AV application of the confent

ent

ent
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Figure 25 — Interaction flow of collaborative content analysis

interaction flow between the media client and the content index service device grou
icted in Figure 26 and described as follows.

e) The media client ‘accesses the content index service device group by sendin
request to the~CIS group master to obtain the content directory.

f)

The media‘client browses the content directory and obtains the access address of
contents(ObjectURI metadata):

1)

2)

if the ObjectURI points to a CIS group master, the media client accesses con
directly from the CIS group master;

if the ObjectURI points to a CIS group slave, the media client accesses the

group slave for content

D IS

] a

the

ent

C1S
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CIS Group CIS Group Slave Media Client
Master
¢
Content lookup
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ﬂccess content if ObjectURI

matadata of th B nioainia
otatata oT o CUTMC T PoTItS

to CIS Group Master

ccess content if ObjectURI
metadata of the content points
to CIS Group Slave >

Figure 26 — Interaction flow of a media client.accessing
a content index service device group

7.6|3 Interaction flow of a personalised content recommendation

An| IGRS AV system supports personalised content recommendation management| by
andlysing the preference of the users. Personalised\content recommendation is implemented
in the content index service of the media server and may be classified into two modes.

e |[Offline mode, i.e., generating a recommended content list for the user in the confent
directory of the media server accordingothe user preference.

e [Online mode, i.e., sending a personalised content recommendation request to the mqgdia
server. The media server replies with a related content list.

The interaction flow of the offine personalised content recommendation is depicted in
Figure 27.
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The interaction flow of the online personalised eohtent recommendation is depicted

Fighre 28.

Media Server

| <l

Flow of IGRS AV playback follows

Figure 27 — Flow of content recommendation by offline personalisation
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Media Client

IGRS Dynamic Service Invocation Module

-

or

CIS:PersonalizedSearch()

CIS:PersonalizedRecommend(,

\

8 [Seéssion

Flow of IGRS AV playback follows

Figure 28 — Flow of content recommendation by online personalization

8.1 Session setup

After discovering a service on the target IGRS device through the service discovery
mechanism, an IGRS client may establish a supporting environment for subsequent service

access through the session setup mechanism based on a device pipe.

An IGRS service may obtain service access control by gathering the authorised user and
device access list for this service. IGRS services should set up the maximum number of

concurrent accesses.

IGRS device relationships are determined by whether devices are located in the same device
group, whether the IGRS client device is the trusted device of the IGRS service device and

whether the IGRS client device is the specified trusted device of the IGRS service device.
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