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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are
members of ISO or IEC participate in the development of International Standards through technical
committees established by the respective organization to deal with particular fields of technical
activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international
organizations, governmental and non-governmental, in liaison with ISO and IEC, also take part in the
work. In the field of information technology, ISO and IEC have established a joint technical committee,

ISO/IEC JTC
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Introduction

A key success criterion of the continual performance improvement process is to add value by reducing
performance-based economic risks.

The service management processes described in the ISO/IEC 20000 series and the relationships
between the processes can be implemented in different ways by different organizations. This is because
the nature of the relationship between each organization and their customers, users and interested

parties can influence how the service management processes are implemented.

Service—and-service—componentineastrement-and—improvementare—mportant-aspeets—of a service

manjagement system (SMS) as described in the ISO/IEC 20000 series.

Service performance improvement is a key to successful deployment of new or‘dhanged services.

Reagons why service performance improvement is of critical importance include:

a) [T enabled services can have multiple interdependencies;

b) kervice components can be built, controlled, operated or maintained by external partiep;

c) Ppervice component reliability improvement can be a challenging and a key aspect of service
performance.

Also, from a service performance viewpoint, understanding and’predicting successful implgmentations

of ngw or changed services can be very challenging.

a) Many organizations offer their services to nknown, heterogeneous and intertnetworked
consumers and external organizations (for instafice, supply chain of a telecom operatorj).

b) [Ensuring the service performance of each“component to the service delivery requifements by
all component providers is essential and“should be considered when engaging in improvement
pctivities. In service performance improvement, all of the components should be|considered
together.

c) [ntelligent service component.reliability improvement can be considered difficult due tp the lack of
b generic model. And it is notialways linked to wear-out failures. As human and mecharfical system
controls are being superseded by intelligent service components, reliability improvemgnt of these
components can become-more important to the trustworthiness and dependability of sprvices.

Prohlem managementfindings illustrated here in these statements form the genesis of the approach.

a) Root causes ©f service incidents can be often linked to lack of a consistent implenjentation of
intelligentservice components.

b) [The degree of consistent implementations of intelligent service components can be common to all
departments within a given organization.

C) etformaneerisks—can—stt ng}_y ilupaut service—vatue—fot any—ot sauibatiuu. Thuo, directly or

indirectly, they are always a subset of economic risks.

d) The resolution of service performance problems is strongly connected to intelligent service

component reliability and service capacity.

e) In an open or cloud environment, due to the complexity of these environments, the analysis of
intelligent service component reliability issues can be a heuristic process.
f) Independent of capacity problems, it is possible to predict service performance from reliability

evaluation of intelligent service components.

© ISO/IEC 2017 - All rights reserved
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Previous statements, cited above, reveal a number of benefits to an organization implementing the
lifecycle reliability improvement (LCRI) approach as a method supporting the continual performance
improvement process. To achieve these benefits:

a) LCRIscores should be viewed as performance-based economic risks;

b) LCRIshould be viewed as a way to address intelligent service component reliability challenges;

c¢) LCRImethod and the continual performance improvement repository (CPIR) content are continually
updated, but LCRI principles will not change.

This docu

ent is intended to support the ISQ/IEC 20000 series by providing guidance that eng
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erformance improvements of IT enabled services in terms of:

cing a set of service performance criteria, based on recurring operational known er
tly major incidents (the economic losses can be linked, for instance, with usefproduct
business sales);

g a quantitative method of evaluating intelligent service components/by relating {
ity and service performance. This provides predictable service “health checks” before
eployment and supporting problem resolution processes by verifying service perform
and prioritizing actions mitigating performance-based economicrisks;

cing a continual performance improvement repository-which can be included in

and service performance criteria. Thus, it enables thé management of this informatid

cing a “step by step refinement” process which.provides the means to improve perform
[ wasting time, investments or quality:

defining recurrent “health checks” of thé services to verify service performance criteri
defining simple intermediary stepsdn order to solve performance problems;

demonstrating how the previgis systematic method, the previous repository and the 1
se analysis (RCA) risk evaliation technique can be combined to provide a heuristi
ven strategy for optimizing deployment success of new or changed services with a
nomic risk.

performance continual improvement process is to deal with the following recurrent issi

hance expectations, either implicit or expressed too late, that should be taken into acc
rhe deployment of new or changed service;

workload and delay by testing multiple non-deployable releases;

erititechnical disagreements between subject matter experts (SME) of the organization

ration items in the SMS to simplify the exchange ofififormation with existing processeg;
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d) right or wrong decisions, based on opinions, rather than economic risks;

e) lack of common performance-based culture between the organization and interested parties. For
example, “agile” methodologies are harder to adopt;

f) lack of predictive evaluation controls that contribute to the services’ performance improvement.

This document can also contribute to:

a) capturing relevant information, enabling the ability to qualify the value of incidents and action
plans connected to resolution of performance problems;

b) prioritizing service performance improvement opportunities;

Vi
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determining opportunities to improve the governance of all the parties (and in doing so, the

documented information and the communication between the parties);

simplifying the decision-making, as part of the change and/or incident management processes;

improving the service management plan and particularly the service performance policy;

defining service performance criteria during design and service transition of new a
services, and during maintenance of an existing service;

improving and complementing the delivery of services;

nd changed

The
fund
any
thos

improving the service monitoring and measurement, based on risk-drivenAp
information;

improving the content of service reports to include evidence of service “good health.”

systematic approach described in this document is not dependent upon the‘intended
tional architecture of the service components. The automated analysis do€s not requir

e criteria.

erformance

boals or the
e, as inputs,

non-performance criteria, or any technique, resource, method or erganization needed to obtain
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Information technology — Continual performance
improvement of IT enabled services

1 Scope

This document establishes a continual performance improvement (CPI) process that supports service
manjagement system (SMS) as defined 1n the ISO/IEC 20000 series.

Thig process ensures successful deployment and service performance criteria fulfilmént.
Thig process is based on a predictive performance evaluation method and a related-repositgry.

Thid document is not intended to be used as a means of certification and doesnot add any relquirements
to those specified in ISO/IEC 20000-1.

Thig document does not provide specific criteria for identifying the fieed for risk analysis) nor does it
spedify the types of risk analysis techniques that are used to suppert,a particular technology.

Thid document does not offer techniques for implementing the-Continual performance improvement
prodess.
2 Normative references

There are no normative references in this document.

3 [ferms and definitions
For the purposes of this document, the\following terms and definitions apply.
ISO and IEC maintain terminological databases for use in standardization at the following addresses:

— [EC Electropedia: available at http://www.electropedia.org/

— [SO Online browsirgplatform: available at https://www.iso.org/obp

31
continual performance improvement repository
CPI

repdsitory-that contains service performance criteria (3.12), LCRI (3.6) scores, known performance
errofs,,dat a'given time, having a performance economic risk for the organization, and kngwn related
recomihéndations to mitigate the risk

Note 1 to entry: It is part of the configuration information system.

3.2

fix

last release that solves, with an acceptable level of performance-based economic risk, a known error
Note 1 to entry: This release modifies at least one service component of a new or changed service.

Note 2 to entry: Depending on the nature of the problem, one or a series of linked requests for change would
be associated with a known error to ensure the fix deployment and the decision-making are consistent. The

decision to deploy the change in several releases depends on the release policy, on the context (e.g. crisis driven
by incident management) and on the request for change content.

© ISO/IEC 2017 - All rights reserved 1
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3.3

health check

evaluation of the performance of an IT-enabled service or of the reliability (3.10) of an intelligent service
component (3.5)

Note 1 to entry: This evaluation is compared to previous evaluations or to a set of service performance criteria (3.12).

34
heuristic method

any exploratory method of solving problems in which an evaluation is made of the progress towards
an acceptable final result using a series of approximate results, for example by a process of guided trial
and error

[SOURCE: I$0/IEC 2382:2015, 2124041]

3.5
intelligent
service conj

service component
ponent comprised of an execution subcomponent and of a controlling subcemponent

Note 1 to entry: It is capable of making decisions (based on inputs and execution”conditions) to achieye its

mission and [to adapt its behaviour.

Note 2 to enjtry: Behaviour adaptations are linked to internal organization (geals are driven by organization’s
changes) or ¢xternal environment (constraints are driven by technology changes, like the Cloud Computing].

EXAMPLE
mobile phon

Water towers, for instance, are now managed by an inteHigent service component (via radig and

e protocols).

3.6
lifecycle re
LCRI

liability improvement

risk-oriented
and service

Note 1 to enf

3.7
mistake
human acti

[SOURCE: I3
3.8

d method translating intelligent servicegonponent (3.5) reliability into service performs
performance into intelligent service component reliability

ry: LCRI method checks a subset of service performance criteria (3.12).

bn or inaction that can produce an unintended result

O/IEC 2382:2015,2123030]

performarice incident

incident wh

Note 1 to en
incident.

ose symptom(s) is(are) related to performance

ry: Forinstance, trouble ticket associated with resetting a password does not involve perform

EXAMPLE

39

Service complaints, unfulfilled service performance criteria (3.12).

performance problem
root cause of performance incident (3.8) or of unfulfilled service performance criteria (3.12)

nce,

ance

Note 1 to entry: A root cause of a performance incident is not necessarily a performance problem. For instance,
eligibility criteria to Digital Subscriber Line (xDSL) offers are not performance problems, but they may cause
performance incidents. If the marketing direction of a telecommunication organization promotes offers to non-
eligible customers then, if they want to subscribe, they would encounter a problem. It would be a performance
incident linked to a non-performance problem.

Note 2 to entry: A problem related to the reliability (3.10) of a service component will be named “reliability
problem”.

© ISO/IEC 2017 - All rights reserved
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Note 3 to entry: The root cause of a service performance problem can be related to the integration of its service
components in addition to the reliability of at least one of those service components.

3.10

reliability

degree to which a system, product or component performs specified functions under specified
conditions for a specified period of time

Note 1 to entry: Adapted from ISO/IEC/IEEE 24765.

Note 2 to entry: Wear does not occur in software. Limitations in reliability are due to faults in requirements,
design and implementation, or due to contextual changes

Notel3 to entry: Dependability characteristics include availability and its inherent or external influerlcing factors,
such|as availability, reliability (including fault tolerance and recoverability), security (including canfidentiality
and jntegrity), maintainability, durability, and maintenance support.

[SOURCE: ISO/IEC 25010:2011, 4.2.5]

Note|1 to entry: Service performance criteria arebased on incidents type and not on incidents.

ontinual performance improvement of IT enabled services

4.1 | Inputs and outputs

4.1. Inputs

4.1.1.1 Incidentsand problems
ervice complaints analysis;
ata needed to qualify service complaints (kinematics of a service, screenshots);

vailable monitoring data and intelligent service components log files (process errors of mistakes);

— Recurrence of the incidents and problems (in time and in space).

4.1.1.2 Classification of incidents
— Analysis of the root causes, of the business impacts and the frequency of production incidents;

— Validation of the “black-box” known errors (and their fixes) by communities’ leaders (to avoid blame
game between experts).

4.1.1.3 Execution inputs related to LCRI

— Automatic detection of the service processing errors;

© ISO/IEC 2017 - All rights reserved 3
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— Dynamical discovery and performance inputs (processing times, response times, throughputs) of
the functions performed by intelligent service components;

— Dynamical discovery of intelligent service component calls to other service components (including
their response times and the load associated);

— Dynamical discovery of calls to other service components correlated to service requests (including
an evaluation of their criticality);

— Detailed monitoring of memory and CPU utilizations, and of connection pools.

4.1.1.4 Pprameters INputs retated to LCRI
Exhaustive|parameters of a predefined set of intelligent service components configuration(items, as
required byf the “tuning reliability problem”, are listed in Table 1.
NOTE Thble 1 connects inputs and activities described in this document.
Table 1 — Inputs
Agtivities Inputs
Incidents and Classification of | LCRILeXxecution | LCRI parameters
problems incidents inputs inputs

Root-cause analysis X X
LCRI/tuning X X
LCRI/caching of static

X X
content
LCRI/usage|model X
LCRI/respofse time X
degradation
LCRI/multiplication of <
synchronouls interfaces
LCRI/error handling X
LCRI/resoufce utilization X
LCRI/freezq of a service <
component
LCRI/ “top ten” of DBMS <
transactiong
LCRI/timeojits X X
4.1.2 Outputs
4.1.2.1 Quantitative outputs (“health check” related to service performance criteria) |

Unlike the correlation between gathered information, the following quantitative outputs are not used
to solve specific performance problems, but to assess service performance as part of economic risks.
Even when related to the same inputs, these outputs are based on service performance criteria coming
from the CPIR. Correlation is not used to compute them.

They can be based on known errors, service catalogue management process, and incidents’ frequency.

NOTE 1

Known errors are used to classify incidents.

New or change service should use known errors to avoid associated performance problems.

NOTE 2

Service catalogue management process is used to allocate incident and problem priorities.

© ISO/IEC 2017 - All rights reserved
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NOTE 3 A subset of classified incidents can be associated with main performance risks and therefore with
economic risks. This subset can be used by the organization to calculate the risk assessment score on service
delivery and the risk assessment score on service deployment.

4.1.2.1.1 Reliability risks assessment score on service delivery

This score is based on assessment of intelligent service component economic risks.

The SMS can calculate this score by weighing classified incidents.

Two thresholds are empirically defined. These two thresholds delimit three zones (like the green,

oranee—atdred—=o of-trs - eatrbeusedtoevalua v ompo testing and

maintenance workloads:

— Below the first threshold, any change of the service is very risky (side |effecfs; complex
mplementation).

— Between the two thresholds, any change of the service is risky and requires discretion|and care to
hvoid a degradation of identified risks.

— Beyond the second threshold, any change of the service is low risk:
In cgse of a new service, reliability risks should be managed through'design activities.

NOT Even though this score is always provided by LCRI mgthed, it is not mandatory. Howevdr, it can help
the dhange management process to prioritize change requests.

4.1.2.1.2 Performance risks assessment score on service deployment
Thigscore is based on the probability of the occurpence of an incident.
The [SMS should calculate this score by weighing classified incidents.

Two| thresholds are empirically defined; These two thresholds delimit three zones (likg the green,
orar]ge and red zones of traffic lights)=They can be used as acceptance criteria:

— Below the first threshold, anj=deployment is very risky (probability of occurrence of ap incident is
omprised between one and’two per week).

— Between the two thxesholds, any deployment is risky (probability of occurrence of an incident is
omprised betweenrone and two per month).

— Beyond the second threshold, any deployment is low risk.

Thig score shetld be used to control a fix after the building and testing activities of reldted service
components.releases.

In cpse/of a new or changed service, this predictable score should be used to justify a new plan to
preventadeploymentfatiuret e-operationatenvironment—Ttheplanrisenriched by thetnformation
of associated known errors that are provided by the CPIR.

NOTE The risk assessment of deployment failure score is mandatory.

4.1.2.2 Semi-quantitative outputs

Through a step by step refinement approach, the continual performance improvement (CPI) process
and methods provide information allowing the customer, the organization and the interested parties
to translate the quantitative outputs into value. For instance, knowing the cost and the probability of
downtime enables a simple translation of performance risk into value.

NOTE 1 The ability to easily translate risks into value is a key LCRI method feature, as its outputs are easily
understandable, for the decision-making process.

© ISO/IEC 2017 - All rights reserved 5
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NOTE 2

economic risk-based and to identify known errors that should be inserted in the CPIR.

4123 Q

ualitative outputs

Solving a performance problem does not require to consider all reliability risks. However:

and/or

of CPIR’s validated actions before any implementation;

The CPI process can strongly benefit the organization and customers to make the LCRI evaluation

LCRI scores can be used to extrapolate “what-if scenarios”, i.e. simulate the impact of new actions

LCRI scores and “what-if scenarios” can contribute to the release and deployment management

process

known

incident management and problem management processes.

4.2 Proc

4.2.1 Des
Globally, th

unfulfi

Criteria not
them as con

On the othg
Thus, this
usage, whetf

NOTE
Step 1: Ide

If service {
service will

NOTE1 T
NOTE2 T,
NOTE3 S

of priority. T

incidenits;

Unfulfilled service performance criteria'management can be a part of the problem management.

TS dS acceptarce Criteria;

errors and service performance criteria can contribute to enrich and unify prioritypoli

£SS

cription

bre are two sources of service performance issues:

led service performance criteria.

related to service performance are out of scope df this document. This document consi
straints.

r hand, incidents and unfulfilled service performance criteria are too often not addre;
locument is intended to address bothy@as’either condition can impact aspects of ser
her by a single user, or by all users of.a given type.

tify performance incidents and service performance criteria fulfilment

erformance criteria are fulfilled and if there is no performance incident identified
be considered with Jow performance-based economic risk.

he CPIR provides.service performance criteria for a specific organization.
he LCRI method-évaluates performance-based economic risks.

brvice catalogue management process can support the incident and problem managementalloca
his deciment uses those allocations of priority.

NOTE 4

Bly“definition, identified performance incident or unfulfilled service performance criteria ar{

cy of

ders

sed.
vice

the

fions

t not

necessarily |

inked to performance problem.

Step 2: Identify performance problems

In this step, unfulfilled service performance criteria whose priority is high are translated into
performance problems, and RCA method helps to classify root cause(s) of performance incidents as
performance or non-performance problems.

NOTE 1
addressed.

NOTE 2

However, the CPIR is updated with the LCRI scores.

In this document, non-performance problems are out of scope. Only performance problems are

The process is stopped if the priority of the unfulfilled service performance criteria is not high.
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Actions realized by service components interfaced with the evaluated service component should be
taken into consideration when identifying root cause of incidents.

Service performance criteria apply to almost all intelligent service components, but sometimes
they should be selectively applied to some intelligent service components. It would depend on the
environment, the execution context, or the intelligent service component itself. These unfulfilled
service performance criteria should not be identified as performance problem.

Step 3: Identify errors related to performance problems and specify the recommendations to
mitigate the associated performance-based economic risks

the related

If a foot cause is not present in the CPIR, a subject matter expert (SME) is required td,identify the root
caude(s) and specify the recommendations.

NOTE 1 Identifying root causes can require subject matter expertise of the organization and/or pf interested
partjes.

NOTE 2 Ifarecommendation is extracted from the CPIR, it represents a reuse of a proven solutiop. Therefore,
implementing the corresponding action plan is often fast and always with{reduced risk.

NOTE3 Recommendations coming from the CPIR may not requirge.changes to any service comporjent.

NOTE4  The CPIRis updated with service component performance problems whose root causes ate unfulfilled
servjce performance criteria. Usage errors are excluded.

Step 4: Qualify the action plan

The[action plan is enriched with the allocated ‘priority and with, eventually, the service ¢gomponents
that{need to be modified.

If nq service component needs to be modified and if all recommendations are coming from the CPIR,
ther] the action plan should be deployeds¥ithout being implemented in a fix.

If atfleast one service component needs to be modified, the action plan should be implemented in a fix.

If nq service component needs to be modified and if some recommendations are not comipg from the
CPIR, then the organization-should decide whether it should be implemented in a fix, based on the
expgrt’s (SME) recommendations.

NOTE1 One of the{main benefits of RCA outcome is to map remedial actions to unfulfilled service performance
critefria or to performance incidents.

NOTE 2  Prioyity allocation includes performance-based economic risk.

Step 5; Implement the action plan for service performance improvements

If service compomentsare impacted, a thange Tequest s generated{basedomimformmation gathered
from previous steps and any recommendations that deal with service performance risks), and the CPIR
is updated with new or changed configuration items.

If the change request is accepted, a new evaluation of performance-based economic risks should be
performed on new or changed services before and after the deployment to operational environment.

If the change request is refused, the updated CPIR will add knowledge related to current service
performance.

NOTE1 The whole process enables an economic risk-based approach into service deployment activities
(including a testing strategy).

NOTE 2  An evaluation is mandatory to verify the fix efficiency. Its scores contribute to decide to deploy into
the operational environment.

© ISO/IEC 2017 - All rights reserved 7
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NOTE3  Performance problem resolution includes the processing of performance problem and the fixing of its
root causes (see Figure 1).

NOTE 4  Fix efficiency can only be validated in a mimic operation environment. If the fix is not efficient, a new
performance problem analysis is done. And if the fix is efficient, the CPIR is updated with gathered information
during performance problem resolution.

Table 2 summarizes the process described.

Table 2 — Continual performance improvement (CPI) process steps

Step 1 Ide hHFy pannrmnnr‘n incidents and service pnrfnrmanr‘n criteria fulfilment

Step 2 |Idgntify performance problems

Step 3 |Idgntify errors related to performance problems and specify the recommendations aimed to\mitigate
the¢ associated performance-based economic risks

Step 4 |Quialify the action plan

Step5 |Implement the action plan for service performance improvements

NOTE Epch step adds some information that can result in a decision to stop the whole process. Thisis a [step
by step refirlement” process, used to take into account the time-to-market and cost constraints associated [with
business neqds.

4.2.2 Prqcess activities
4.2.2.1 Selection of performance problems

4.2.2.1.1 (Selection of performance incidents
Inputs come from:

— businegs relationship management;

— service|level management.

A key featyre of LCRI method is to determine, among incidents (among the incident management
process), pgrformance incidents and nen-performance incidents.

The selectipn of performance ificidents starts a heuristic process to identify the right action plan for
addressing performance problems.

4.2.2.1.2 [Fulfilmentofthe service performance criteria

Service performance-criteria are extracted from the CPIR. The selection of service performance criferia
adapted to the €valuated service is based on known errors linked to related service components|{and
behaviour ¢f.béth service and service components.

Inputs of service performance criteria fulfilment come from recurring health checks through the
overall lifecycle.

The purpose is to interpret data resulting from the last health checks performed on the evaluated
service (if no previous evaluation was conducted, a health check is performed on this service).

8 © ISO/IEC 2017 - All rights reserved
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4.2.2.2 Performance validation of new or changed services

The validation should be done by a health check performed on service component(s) related to new or
changed services.

NOTE Validation health checks can be conducted in the operation environment or test environment. The
latter requires the tested service to be representative and the implication of subject matter experts (SME) in a
service performance risk driven strategy. This risk driven strategy can be continually improved (by SME who
should not cope with operation constraints) and therefore can provide an effective validation.

For performance incidents, in addition to health check, the validation should be accepted by customer
interested pa in conformi nith the busine elationship management process.

4.2.2.3 Performance problem analysis

Outputs of the LCRI method can directly link performance incident and unfulfilled sérvice performance
critgria to performance problem.

Othgrwise, an RCA assessment should be done to isolate the root cause andto validate that performances
are §ffected by the problem.

For ¢ach performance problem:

f LCRI information made it possible to link the performance problem and relafed service
omponent(s) to known errors in the CPIR, a proven action'plan is built to mitigate the pgrformance-
based economic risks.

Dtherwise, one or more subject matter experts(SME) are required to determine the appropriate
hction plan. All information concerning service.component is inserted into the CPIR.

In bjoth cases, RCA method and/or CPIR help, to map performance incidents, root cauges and the
action plans.

4.2.2.4 Fixing performance problemroot causes

A chiange request is generated, based on information provided by previous steps (including|action plan
and p selection of other availablerelevant CPIR information), and further action is required

— Lo accept/reject the change request;

— o allocate split thejaction plan related to a fix into one or several releases;
— o plan and aceept or reject the fix deployment.

An [JCRI evaluation of the fix should be performed.

NOTE For each release, an LCRI evaluation can be done to report a service “health check” [and identify
perforimance-based economic performance risks.

Figure 1 maps these steps to the performance improvement process activities.
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5 Lifecycle reliability improvemen\\\@.CRI) method

5.1 Context

The LCRI
scoring tha

Monitoring and Selection of performance problem | The process is stopped
verification of
service No, non No, non No, low No, non
performance performance performance priority performance
criteria incident problem, specfic problem, specfic
performance criteria performance
criteria
Yes, is
performance Unqualified, Yes,
Selected Is performance ~ Yes, problem? is priority high? qualifying
service affected? filtering RCA
performance
criteria Unfulfilled service
performance criteria Performance problems
Processing performance problem Is it a new performance problem?
Inserting new known errors of the unfulfilled /\
performance criteria Identifying }\
Service components’
known error:
Hpalth Is unfulfilled performan No Yes ¢
check criteria?
Usage known error Prioritizing fix A‘
[ ] il 7ad
Fixing performance problem
root cgallllses P S Refused The process
G is stopped
Accepted Is th Qance problem
Yes, fixel e implemented solution?
updating \‘ o
validated Validating O Verifying
fix ‘ Deployment Yes, deciding
CPIR approval
Is the performance problem ()
fixed by the deployed solution? (/
\Y
No, go back to RCA AO No, go back to RCA
X
Figure 1 — Continual perform%ﬁg improvement process

&

©
O

\)
ethod evaluates the re '\ility of intelligent service components. It provides a predict
[ can easily be undg{ood. The CPIR described in Clause 6 allows a risk-based prioritizz
of identified known errors.

C)O

5.2 Setof reliabi@)i‘oblems

5.2.1 Classifi&)@kc)%

The LCRI

d detects reliability problems and applies to a coherent set of service’s compon

able
tion

ents

(including both intelligent and non-intelligent service components], controlled by at [east one intelligent
service component and contributing to one or several services. This coherent set will be called “system”.

Reliability problems can be classified in three kinds of improvement: effectiveness, efficiency, and
effectiveness and efficiency. Table 3 summarizes the reliability problems’ improvement classification.

10
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Table 3 — Lifecycle reliability improvement (LCRI): reliability problems’ improvement

classification
Efficiency improvement Effectiveness improvement Effectiveness and efficiency
improvement
Tuning Usage model “Top ten” of database management
system (DBMS) transactions
Caching of static content |Response time degradation Timeouts
Resource utilization Multiplication of synchronous interfaces Error handling
Freeze of a service component

5.2. Reliability problems

5.2.2.1 Tuning
Relipbility problem:

Saturation, resource leak, mixture of user contexts, loss of user contexts, performance ddterioration,
secyrity failures.

Congept:
Tuning includes:

— pminimum set of mandatory parameters that will degrade system operation or will caupe incidents
if they are not implemented;

— the end-to-end alignment of the parameters (web server, application server, DBMS, etc.).
NOTE1 Even a perfectintelligent service component needs some tuning.

NOTE 2  Asaservice can tolerate bugs, the-goal of implementing tuning recommendations is to help to extend
the tplerance (but not fix the bugs).

Heufristic principle:

The configuration of key intelligent service components contributing to a service should be ¢onsistently
maintained.

5.2.2.2 Caching of'static content
Relipbility problem:
Display inconsistency, network micro-failures, slow-down (or unavailability).

Congept;

Web pages sent to users can include static elements (e.g. images, cascading style sheets, javascript). A
basic functionality of a web server is to manage their caching (where, what, how). If static content is
provided by application servers, the web server will use threads that are needed for system processing.

Caching should be managed by all service components that handle static contents.
NOTE Static content is a temporal invariant (e.g. birthdate).
A bad setting can cause inconsistencies that will directly influence service usage.

Finally, the bandwidth overhead induced by a bad setting can cause micro-failures or useless queuing,
which leads to saturation of at least one service component, then to a service slow-down or downtime.

Heuristic principle:
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Static elements should be provided by web servers, and application servers should be limited to

dynamic sy

stem processing.

Cachingis used to address some risks, like network micro-failures or web proxy inconsistency, following

a deployme

5223 U

Reliability

nt of changed services.

sage model

problem:

Degradation in the performance of the “critical service requests” process has a strong impact on user

satisfaction
Concept:

The “usage
Generally, 9
than 10 rec
given time

“Critical se

heavy/intefise consumption need on resources (for instance, CPU-intefsive or memory-inter

service req
Heuristic g

The “top te
changed sel

5.2.24 R
Reliability

User abort

componentg

Concept:

and can be related to the avallabllity of services.

model” should represent a defined set of service requests and their respegtive inten
0 % of the utilization of intelligent service component (used by users) is,consumed by
uests (referred to henceforth as “top ten”). “Top ten” is a rating of the {usage model”
ind /or for a given service release.

vice requests” complete the “top ten”. These requests are sérvice requests that j

lests).
rinciple:

n” should be identified. If the evaluation is perfermed during the transition of a ne
'vice, their performance should be evaluated.

psponse time degradation
problem:

reiteration of a user action, server saturation, cascading failure for a set of ser

D .

sity.
less
ata

lace
sive

W or

vice

Response time degradation can be the effect of the environment, the execution context, or the intelligent

service conj
For instanc
a codin

a CPU
transad

ponent itself.

he

i fault;

pverutilization and/or a static content caching issue and/or a changed “top ten” of D
tiens-and/or a tuning issue and/or an intelligent service component freeze and/or a mer

BMS
hory

issue aj

hdyor a DBMS connection leak:

alack of response (e.g. robustness issue);

an unexpected event.

Heuristic principle:

— The response time stability of “top ten” should be recurrently checked.

basis for a triage in order to prioritize their improvement.

12

Knowing how service response times split into service component crossing times can be used as a

© ISO/IEC 2017 - All rights reserved


https://iecnorm.com/api/?name=2d25027662e53e8f75c830df5832df3b

ISO/IEC TR 22446:2017(E)

5.2.2.5 Multiplication of synchronous interfaces

Reliability problem:

The more synchronous interfaces in a system, the greater the risk of unreliability.
Concept:

Two systems can communicate synchronously or asynchronously. In case of a synchronous call, the
sender is forced to wait for the response. In case of an asynchronous call, the sender can process other
requests while waiting to receive the answer.

Heufristic principle:

The [reliability of a sequence of synchronous calls is a product of the reliability of each'call. The number
of syynchronous calls required to deliver a service should be minimized.

5.2.2.6 Error handling

Relipbility problem:

— [ascading failure, service dependability issues, service slow-dow;
— lack of response, leading to an unexpected service freeze annd-a major user satisfaction {ssues.

Servjice degraded modes (including resiliency to infrastriicture components failures), $imilarly to
service component failures, can cause performance<{ncidents. Therefore, a systematic tolerance
of sprvice degraded modes, by avoiding performance incident, will always improve fhe service
perfprmance. This means that:

— Hdegraded modes’ handling should be included in the error handling, at the system levegl and at the
Service level;

— rror handling should be included.irvthe service performance criteria.
Congept:

Servjice component error handling can be classified using four levels of service error s¢verity (see
TablE 4).

Table 4 — Lifecycle reliability improvement (LCRI): service error severity degrees

Level Description

) No sefvice error

Display of the service component error (for information). The service performance is not dffected.

3 Sérvice component error. The service performance is affected. The user knows a way to oyercome it.

Service component error. The service performance is affected. The user does not know a way tolovercome it.

— Service component errors may be handled in order to prevent service errors.
— Coding faults are not the only cause of service component errors (e.g. robustness issue).

— Service errors of level #3 are determined by errors of at least one related service component. From
the service components’ perspective, the severity of these errors can be low.

— Service errors of level #3 are unacceptable. Reducing their severity by at least one (degree #2) can
often be the most expedient improvement.

NOTE Recognition is granted to the possibility of systematically inserting a “default” case, as a means of
handling service component errors.
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Heuristic principle:

The organization will be able to detect non-handled service error and to add a default handling of the

correspond
— mitigat
— increas

The service

ing service component error which can result in:
ing the number of unacceptable “service errors”;
ing the proportion of acceptable “service errors”.

component errors should be traced in system log files.

5.2.2.7 Reseurceutilization{memeoryCPU,conneectionpools)}———

Reliability|problem:

Saturation ¢r shortage that can lead to service slow-down or service failures.

Concept:

— “Leakape” — each service component has a limited number of resources {GPU, memory, soc
and cofinections). Sometimes, these resources, after being used, have not been released. Th
called g “leak”.

— An unekpected change of a service component or of a service usage.can cause saturations.

Heuristic

rinciple:

Resource utilization and load intensity should be regularlyymonitored to detect leaks or pre

shortages.

5.2.28 F
Reliability
slow-d

— lack of

Concept:

User reques
and “proces
capacity, qu

Freezes carn
Heuristic

For each se

reeze of a service component
problem:
pwn;

response, leading to an unexpected service freeze and major user dissatisfaction.

ts, if they are not rejected by the service components, should be classified as “procesy
sed”. When thenumber of requests in the “processing” state exceeds the service compo
euing occursithat can lead to saturation or rejection.

result fronilocks of data reservation systems.

rineiple:

Kets,
is is

ivent

ing"
nent

vice component, maximal throughput should always exceed the userload (without feed

ack

mechanism

5.2.2.9

Reliability

s).

“Top ten” of DBMS transactions

problem:

Lack of DBMS transactions tuning can lead to unexpected resource saturations. Three main use cases
for this risk are:

14

new transactions;
existing transactions, but with a changed intensity;

existing transactions, with the same intensity, but related to a bigger data pool.
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DBMS, when they are present, are always key service components. Tuning its transactions is a key
performance factor.

NOT

E A change of “critical service requests” can change the “top ten of DBMS transactions”.

Heuristic principle:

In case of a new service component or of changed “top ten of DBMS transactions”, a subject matter
expert (SME) should audit the changes.

5.2.2.10 Timeouts

Reli

Con
Inte

NOT
long

NOT
pers

bility problem:
Jock of a service component resource;
freeze of a service component;
message loss between service components.
Cept:

Ffaces can encounter timeouts.

b1 than the case of a synchronous interface.

2 If the middleware allows message exchanges to be processed as transactions and i
stent, there can be no message loss.

If at| least three service components participate in a transaction, three phase commit 1
shoyld be used because two phase commitimechanisms cannot detect message loss.

Heufristic principle:

Casq of a synchronous interface:

NOT

5.3

On the client side, a timealit should be implemented to avoid an indefinite lock of a service
resource that wouldtead to a saturation of threads.

A lack of timeout,er a too long timeout, can lead to a saturation of threads.

Throughpufiiat peak hour, of calls to each remote system and their server-side resy
should beconsidered to select timeout parameters.

F Please refer to the concept of the clause “Multiplication of synchronous interfaces” in 5.2

£ 1 Because asynchronous messages are passing threugh various queues, the transfer seqjience can be

F queues are

hechanisms

component

onse times

2.5.

Correlation between gathered information (for problem resolution)

5.3.1 Context

Heuristic principles of the reliability problems cover the main root causes of performance incidents,
performance problems and related defects. From observations, the correlation between gathered
information allows speculation on what information can confirm or deny a specific impact on service
performance. The orchestration of performance improvement actions should require considerations of
all the information, as is the necessity of setting of a consistent minimal set. To simplify the analysis,
correlations are grouped under different axes.

© ISO/IEC 2017 - All rights reserved
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5.3.2 Risksresulting from transition of new or changed services

These correlations should be divided into four categories:

depend

ability;

availability;
response times change;

user satisfaction.

5.3.3 Prd
Only the ro
— known
service|

capacit

intrins

6

The organi

the SMS andl services and to enrich the communication with.customers and interested parties.

The CPIR is
the service

The CPIR c
by LCRI s¢
experts’ (S]

The CPIR d
the service
configurati

LCRI and
context, thg

information.

6.1 CPIR

Continual performance improvement repository (CPIR)

bability of occurrence of a production incident

bt causes of these incidents are covered by the LCRI method:
“black-box” errors;

usage not handled;

v limitations of a service component;

c bugs of a service component.

ration should establish a repository to support thescontinual performance improveme

part of the configuration information systei'to ensure that the CPI policy is aligned
management policy.

in be viewed as a global knowledge-database of service components, recurrently upd
ores, successful deployments facters of new or changed services and subject m
E) findings addressing performance problems.

ata model should be bothclegically and physically integrated with other componen
management system. The physical integration should apply the logical data model
bn items) and would depend on the context of a specific organization.

CPIR specifiesisérvice performance criteria and links them with LCRI evaluation and

inputs

nt of

with

ated
ntter

(s of
(e.g.

RCA databases_areé’ included in the CPIR. In the continual performance improvement

RCA

The reposit

Oryinputs are coming from:

the SMS to issue directives, for instance:

the governance of the SMS);

CPI governance (continual performance improvement policy established and communicated by

— CPI management (new service performance criteria validated, established and communicated
by accountable CPI and their detection procedures to cover new configuration item);

into account the evaluated service component constraints, for instance:

— exclusion of non-applicable inputs;
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selection of applicable inputs;

the configuration management process to select the applicable service performance criteria taking
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— the change and release management processes to identify services and related service components

whose performance is affected by new CPIR configuration information (e.g. known
related validated fix), for instance:

— service component’s release that changes a critical service;

— service component’s release that contributes to a new service;

errors and

— the operation to improve deployment control and to avoid wasted investments because of wrong

6.2
The

(including the list of their validated fix and their detection procedures).

6.3
The

Figure.2’summarizes the described repository.

hange requests connected to performance improvement, for instance:

— LCRI scores thresholds;
— based on experience, the list of change requests that should be rejected;
— fixes that are validated after their deployment to operational environment;

the capacity and availability management processes to help experts (SME) to evaluate p

ppportunities, for instance:

— new service performance criteria;

CPIR outputs

repository outputs are service performance" criteria, acceptance criteria and kn

CPIR benefits

repository outputs contribute directly to the improvement of:

the change management precess by providing quantitative acceptance criteria (for new
services);

the problem management process (for instance, by filtering known errors and min
number of incidents'with undetermined root causes);

pther processes in the scope of the SMS by addressing performance-based econom
resolved if-the deployment of fixes related to the CPI process (for instance, adding c
reduce.the probability of the performance incident) and proactive identification of pe
based economic risks.

erformance

risks, and the capacity management process to help experts (SME) to identify imhprovement

— new known errors including their detection procedures and related validated action plans.

pwn errors

or changed

imizing the

¢ risks not
Apacity can
rformance-
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