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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies (1ISO
member bodies). The work of preparing International Standards is normally carried out through 1SO technical
committees. Each member body interested in a subject for which a technical committee has been established has
the right to be represented on that committee. International organizations, governmental and non-governmental, in
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Introduction

Two different situations are considered when a measure of precision is required. In the first, an estimate is made of
the precision that can be expected from an existing sampling scheme and, if this is different from that desired,
adjustments are made to correct it. In the second, the precision that is achieved on a particular lot is estimated from
the experimental results actually obtained using a specifically designed sampling scheme.

The equitions developed in this part of ISO 13909 are based on the assumption that the quality of the'fliel varies in
a random manner throughout the mass being sampled and that the observations will follow a narmal [distribution.
Neither ¢f these assumptions is strictly correct. Although the assumption that observationg, will’ follolv a normal
distribution is not strictly correct for some fuel parameters, this deviation from assumed conditions will ngt materially
affect thg validity of the formulae developed for precision checking since the statistics used are not very|sensitive to
non-normality. Strictly speaking, however, confidence limits will not always be symmetrically distributed about the
mean. FQr most practical uses of precision, however, the errors are not significant.

NOTE In|the text, the term “fuel” is used where both coal and coke would be applicable.inr‘the context, and either “cpal” or “coke”
where thaf term is exclusively applicable.

© 1SO 2001 - All rights reserved \Y
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Hard coal and coke — Mechanical sampling —

Part 7:
Methods for determining the precision of sampling, sample
preparation and testing
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4 General

When designing a sampling scheme in order to meet a required precision of results, equations are necessary that
link certain fuel and sampling characteristics to that precision. The main factors to be considered are the variability of
primary increments, preparation and testing errors, the number of increments and samples taken to represent the lot,
and the mass of the samples. These equations, for both continuous and intermittent sampling, are derived in
clause 5. Methods for estimating the parameters used in those equations are given in clause 6.

Once a sampling system has been designed and installed, the precision which is being achieved on a routine basis
should be checked. An estimate of the precision can be obtained from the primary increment variance, V;, the
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increments, n, and sub-lots, u, (see clause 5) and the preparation and testing variance, Vpr.

hriance is a function of product variability, so the same number of increments, sub-lots, and\pr
errors will yield different precision with fuels that exhibit different product variability.

on the extent to which serial correlation exists and which method of estimating/primary i
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Methods for detailed checking of preparation and testing errors are given in clause 9. The results may also be used
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ata for the equations used in clause 5.
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5 Equations relating to factors affecting precision

5.1 General

Precision is a measure of the closeness of agreement between the results obtained by repeating a measurement
procedure several times under specified conditions, and is a characteristic of the method used. The smaller the
random errors of a method, the more precise is the method. A commonly accepted index of precision is two times the
sample estimate of the population standard deviation, and this index of precision is used throughout this part of
ISO 13909.

If a large[number of replicate samples, 7, are taken from a sub-Iot of fuel'and are prepared and analysed separately,
the estimated precision, P , of a single observation is given by equation (1):

P =|25 = 21/ Vspr (1)
where
S i the sample estimate of the population standard deviation;
Vspr  id the total variance.

The total|variance, Vspr, in equation (1) is a function of the primary ingrement variance, the number of [ncrements,
and the grrors associated with sample preparation and testing.

NOTE The components of primary increment variance are the variance-of sample extraction and the variance cpntributed by
product variability. The variance contributed by product variability is_generally, but not always, the largest source gf variance in
sampling.

For a single sample, this relationship is expressed by eguation (2):

Wi
Vepr|= — + Ver 2)
n
where
|4 i the primary increment variance;

Vor i the preparation andtesting variance;

n ig the number of{primary increments in the sample.

5.2 Coptinuous.:sampling

Where the result is the arithmetic mean of a number of samples, resulting from dividing the lot into a sgries of sub-
lots and taking a sample from each, equation (2) becomes:

w W
Vepr = — + — @)
mn = m

where m is the number of sample results used to obtain the mean.

Since a sample is equivalent to one member of a set of replicate samples, by combining equations 1 and 3 it can be
shown that:

mn m

(4)

© 1S0 2001 - All rights reserved 3
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Equation (4) gives an estimate of the precision that can be expected to be achieved when a given sampling scheme
is used for testing a given fuel, the variability of which is known or can somehow be estimated. In addition, equation
(4) enables the designer of the sampling scheme to determine, for the desired precision and with fuel of known or
estimated variability, the combination of numbers of increments and samples, respectively, which will be most
favourable considering the relative merits of the sampling equipment and the laboratory facilities in question. For the
latter purpose, however, it is more convenient to use either or both equations (5) and (6), both of which have been
derived by rearranging equation (4).

sz - 4VpT
4(Vi + nVpr)

NOTE ResUylts obtained from solid mineral fuels flowing in a stream will frequently display serial correlation, i.e. impmediately
adjoining fue] tends to be of similar composition, while fuel further apart tends to be of dissimilar composition. When this is so, the
estimates of precision of the result of a single sample based on primary increment variance and the \ariance of prepdration and
testing would indicate precision that is worse, i.e. numerically higher, than the precision actually.achieved. The effe¢t of serial
correlation cgn be taken into account using the variographic method of determining variance given in informative annex A.

5.3 Intermittent sampling
Whilst the value used for the primary increment variance is assumed to be,consistent for all the sub-lots in a|lot, there
may be varipations between the means of sub-lots. Providing all sub-lots are sampled and tested, this is not|a source

of additiona variance. However, if only some sub-lots are sampled anditested, (i.e. intermittent sampling) then a term
to correct fgr sub-lot variance should be included in equation (3) and the equations derived from it, as folloys:

i Vi
VspTz—'JrﬂJr(l—ﬁ)Vm ™
u m

where
m is the total number of sub-lots;

U is tHe number of sub-lots sampled;
Vin is tHe sub-lot variance.

The term (J — u/m) Vi compensates for the fact that, as the proportion of sub-lots sampled and tested ifcreases,
the influence of sub-lot variance decreases, until it disappears when u = m.

The equivalent to equdtion (4) can be derived by combining equations (1) and (7) from which the gquations
equivalent tp equations (5) and (6) can be obtained by rearrangement.

6 Estimatian of primary increment variance

6.1 Direct determination of individual primary increments

The direct estimation of primary increment variance can be accomplished with a duplicate sampling scheme
comprised of several hierarchical levels which allows both the overall variance and the variance of preparation and
testing to be estimated. The estimated variance of primary increments can then be obtained by subtraction of the
variance of preparation and testing from the estimated overall variance. A number of primary increments is taken
systematically and either divided into two parts or prepared so that duplicate samples are taken at the first division
stage. Each part is prepared and tested for the quality characteristic of interest, using the same methods that are
expected to be used in routine operations. The mean of the two results and the difference between the two results is
calculated for each pair.

4 © 1SO 2001 — All rights reserved
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It is recommended that at least 50 increments be taken, spread if possible over an entire lot or even over several lots
of the same type of fuel.

The procedure is as follows:

a) Calculate the preparation and testing variance, Vpr.

2
Vir = %ni @
wherg
d is the difference between pair members;
np is the number of pairs.

b) Calcdlate the primary increment variance, V.

s m D e
| = - )
(np —1) 2

wherg x is the mean of the two measurements for each increment.

An alternfative method for estimating primary increment variance, V/, is as follows:

. ZDZ VPT
Vi=1=, > (10)

D ig the difference between the means.of successive pairs;
h i the number of successive pairs.

This method avoids the overestimation of sampling variance when there is serial correlation (see Note|in 5.2), but
can only|be used if the primiary-increment sampling interval at which the increments are taken is more than or
approximately equal to theZprimary-increment sampling interval used when the scheme is implemented in routine
sampling| operations.

The mosi rigorous.treatment of serial correlation is to use the variographic method given in annex A. This takes into
account poth setial correlation and sampling interval effects, thereby avoiding overestimation of samplihg variance
and numper’of primary increments due to these factors.

6.2 Determination using the estimate of precision

The primary increment variance can be calculated from the estimate of precision obtained either using the method of
duplicate sampling given in 7.2 or replicate sampling given in clause 8 according to equation (11) which is derived by
rearranging the terms of equation (4).

PZ
V= mT; —nVer (11)

This value can then be used to adjust the sampling scheme if necessary.

© 1SO 2001 — All rights reserved 5
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7 Methods for estimating precision

7.1 General

For all the methods given in this clause, the following symbols and definitions apply:

No

is the number of increments in a sub-lot for the regular scheme;

) is t

PO is th

In all cases

7.2 Dupli

Twice the n
Figure 1), ¢
until at leas

A paramets
standard de

where
d is th
Np is th

Typical resy

N
s =4/

© NUMDET Of SUD-10TS 1T a fot for the reguiar SCheme,
e desired precision for the regular scheme;
e worst (highest absolute value) precision to be permitted.

the same methods of sample preparation shall be used as for the regular-scheme.

cate sampling with twice the number of increments

brmal number of increments (2n,) are taken from each sub-I6t and combined as duplicate sam
ach containing ng increments. This process is repeated; if\necessary, over several lots of the s
ten pairs of duplicate samples have been taken.

r of the fuel is chosen to be analysed, e.g. ash-{dry basis) for coal, or Micum 40 Index for @
viation within duplicate samples for the test parameter is then calculated using equation (12):

—
4

d2
2N,

e difference betweenduplicates;
e number of pairs of duplicates being examined.

Its for.C@al ash are given in Table 1.

ples (see
ame fuel,

oke. The

12)

The numbe

S

F of pnirc’ fn’J 1S 10 _The variance of the ash is therefore:

2 _ 2

2n,

2,78

= 0,139

20

and the standard deviation is

s =+/0,1390 = 0,373

© 1SO 2001 - All rights reserved


https://standardsiso.com/api/?name=3d060a04561d9e9cd7bc8c0d473ea64d

ISO 13909-7:2001(E)

e |-
—1_Increment —4

“renmer

—| Duplicate sample A |

§
S
8

Sub-lot
—{incement_}Jf-
—{ g |-

N4

B8 %5575)

Key

|:| Increment from regular scheme
m Extra increment for precision check scheme

Figure 1 — Example of a plan of duplicate sampling

The precjsion of the.result for a single sub-lot is therefore:

P H2s
=240,373) = 0,75 %

The precision achieved for the mean ash of a normal lot sampled as ™ sub-lots is given by 25 For example, if
m = 10, then: vm

2(0,373)

V10

These values of P have been calculated using point estimates for the standard deviation, and represent the best
estimate for precision.

P = =0,2359%

© 1SO 2001 — All rights reserved 7
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Table 1 — Results of duplicate sampling , % ash, dry basis

] Duplicate values, % Difference between duplicates
Sample pair No. )
A B |A—B|=d d
1 11,1 10,5 0,6 0,36
2 12,4 11,9 0,5 0,25
3 12,2 12,5 0,3 0,09
4 10,6 10,3 0,3 0,09
5 11,6 12,5 0,9 0,81
& 118 120 ;2 804
7 11,8 12,2 0,4 0;16
8 10,8 10,0 0,8 0/64
9 7,9 8,2 0,3 0,09
10 10,8 10,3 0,5 0,25
Total 2,78
If an intervgl estimate for the standard deviation is used, then, on a 95 % confidence'level, the precision is|within an
interval with upper and lower limits. These limits are calculated from the point estimate of precision and factprs which
depend on the degrees of freedom used in calculating the standard deviation (seg¢ Table 2).
Table 2 — Factors used for calculation of preciSion intervals
f -number ¢f observations |5 6 7 8 9 10 15 20 25 50
Lower limit 0,62 0,64 0,66 0,68 0,69 0,70 0,74 0,77 0,78 0,84
Upper limit 2,45 2,20 2,04 1,92 1,83 1,75 1,55 1,44 1,38 1,24
NOTE The [factors in Table 2 are derived from the estimate“of s obtained from the squared differences of #f pairs of
observations| Since there is no constraint in this case, the estimate as well as d? will have n degrees of freedom. The values in
Table 2 are derived from the relationship:
ns? 2 ns?
> <8t < —
Xn,0025 Xn,0975
The body of Table 2 gives the values(for \/n/x2 which are multiplied by s to obtain the confidence limits.
For examplg, for the lot with 10.sUb-lots used in the example above:
Upper limit = 1,75 (0,2359) = 0,41 %
Lower limit = 0,70 (0;2359) = 0,17 %
where the factors,are obtained from Table 2 using f = np, i.e. 10. The true precision lies between 0,17 % and

0,41 % at th

€,95.9% confidence level.

7.3 Duplicate sampling during routine sampling

If operational conditions do not allow the taking of 2ng increments from each normal sub-lot or precision is to be
determined during normal sampling, then, provided that all increments can be kept separate, adopt the following
procedure for estimating precision.

Take the normal number of increments, ng, from each sub-lot and combine them as duplicate samples each
comprising ng /2 increments (see Figure 2). Repeat this process, if necessary, over several lots of the same fuel until
at least ten pairs of duplicate samples have been obtained. In this case, the precision obtained using the procedure
in 7.2 will be for ny /2 increments. This estimate of precision is divided by the square root of 2 to obtain the estimate

of precision

for sub-lot samples comprising 1y increments.
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T

gure 2 — Example of a plan of duplicate sampling where no additional increments are taken

7.4 Alt¢rnatives to duplicate sampling

At some Jocations, operational genditions of a sampling system do not allow duplicate samples to be cqllected with
the assufance that no cross<cantamination of sample material from adjacent primary increments occlirs. In such
cases, other methods have_heen found useful. An example of such a method, using Grubbs estimators|is given for
informatipn in annex B,

This method involves collecting three samples from each of a minimum of 30 sub-lots of fuel. One samplg|is collected
using thg normat-sampling scheme, and two mutually independent systematic samples are collected by stopping a
main fuel handling belt for collection of stopped-belt increments at preselected intervals.

7.5 Precision adjustment procedure

If the desired level of precision, Py, for the lot lies within the confidence limits, then there is no evidence that this
precision is not being achieved. However, if the confidence interval is wide enough to include both P, and Py, the
test is inconclusive and further data shall be obtained. The results shall be combined with the original data and the
calculation done on the total number of duplicate samples.

NOTE The expected effect is reduction of the width of the confidence limits, since the value of f in Table 2 will be greater.

This process can be continued until either P, is above the upper confidence limit or the value of P, falls outside the
confidence limits. In the latter case, adjustment may be necessary.

© 1S0 2001 - All rights reserved 9
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NOTE If the precision obtained differs from the desired precision, a cost/benefit analysis will indicate whether it is worthwhile to
proceed with any modifications to the sampling system and sampling programme, because the costs incurred in making the
changes and retesting may not be worthwhile.

Before making changes to the sampling scheme, the errors of preparation and testing shall be examined using the
procedures given in clause 9. It should then be possible to decide whether to make the changes to the sampling or
the sample preparation using the equations in 5.2.

If it is decided to design a new sampling scheme, the first step is the calculation of the primary increment variance.

This can be done using equation (13) which is derived by rearranging equation (4), substituting ng for n ;
mmno P?

Vi=— 2 —noVpr (13)
where
P is the measured precision obtained from the test and is not Fy;
Ver is ejther the original value or one estimated using the methods in clause 9.
Using the npw value for the primary increment variance, design a new scheme following the procedures sgecified in
ISO 13909-p, 1ISO 13909-3 or ISO 13909-5, as relevant, depending on whether the sampling is of coal or coke and
from moving or stationary fuels.
When the new scheme is in operation, carry out a new precision cheek, discarding the previous results and continue
in this fashipn until the precision is satisfactory.
Thereafter, fit is not necessary to check the precision for €very lot, but periodic checks should be carried out. For
example, ome sub-lot in five may be examined or, alternatively, ten consecutive sub-lots if using method 7,2, or the
equivalent if using method 7.3.
When ten pairs of results have been accumulated, they shall be examined as described in 7.2, ignoring any
intervening [samples not taken in duplicate.
8 Calculgtion of precision
8.1 Replitate sampling
Establish tHe parameterto be analysed, e.g. ash (dry basis) and establish the sampling scheme for the| required
precision inlaccordance with ISO 13909-2, ISO 13909-3 or ISO 13909-5 as appropriate, depending on whether the
sampling is|of coal.er coke and from moving streams or stationary lots.
Instead of fa samples.

The number of replicate samples, j, shall be not less than the number of sub-lots, m, used in the calculat|on (see the
relevant part of ISO 13909), and not less than 10.

If there are ten such samples and the sample containers are labelled A, B, C, D, ...

go into the containers as follows: A,B,C,D,E,F G, H,,J,A,B,C, D, ...

A typical ca

Iculation for coal is given below using the results in Table 3.

The number of replicate samples, j, is 10.

The meanr

10

esultis 165/10 = 16,5 %

J, then successive increments will

© 1SO 2001 - All rights reserved


https://standardsiso.com/api/?name=3d060a04561d9e9cd7bc8c0d473ea64d

ISO 13909-7:2001(E)
Table 3 — Results of single lot sampling, % ash, dry basis
Sample No. Sample value, % (Sample value) 2
A 15,3 234,09
17,1 292,41
C 16,5 272,25
D 17,2 295,84
E 15,8 249,64
F 16,4 268,96
S 157 246749
H 16,3 265,69
I 18,0 324,00
J 16,7 278,89
Totals 165,0 2 728,26
The sample estimate of the population standard deviation, s, is:
[z b Ew)’ }
S =
(n—1)
2
272826 — 185
= = 0,800
9
The best|estimate for the precision, P, achieved for the.lat is
2s
P == (14)
Y4
i.e.
2 (0,800
P = M = 0,506 %
4/10
Hence, using Table 2, the true precision lies between 0,35 % and 0,89 % at the 95 % confidence level. |t should be
noted, however, that the procedure given in this subclause tends to overstate the variance to the ektent that it
includes pariance components of sample preparation and analysis.
8.2 Nofmal Sampling scheme
If it is desied—to—desigha—regularsampling—scheme-based-ontheresults—ef-theprecedure—speecified in 8.1, the

estimate of precision obtained, the number of increments per sample and the number of replicate samples can be
substituted into equation (13) and the value for increment variance estimated. The procedures specified in
ISO 13909-2, 1SO 13909-3 or ISO 13909-5, as appropriate, can then be followed to design the regular sampling

scheme.

© 1SO 2001 - All rights reserved
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9 Methods of checking sample preparation and testing errors

9.1 General

The methods described in this clause, for checking the precision of sample preparation and testing, are designed to
estimate the variance of random errors arising in the various stages of the process. The errors are expressed in
terms of variance. Separate tests are necessary to ensure that bias is not introduced either by contamination or by
losses during the sample preparation process (see ISO 13909-8).

As described in ISO 13909-4, sample preparation for general analysis of coal will normally be carried out in at least

two stages,
parts, one
the final 1 g
before divis

The prepar
for errors a

For conven
normally beg
moisture ar

Methods an
individual s

The metho
preparation
to determin
through the
preparation
such.

€ach stage consisting of a reduction In pariicle size, possible mixing, and division of the samplg
f which is retained and one rejected. All the errors occur in the course of the division, in the.se
of 212 pm size and in the analysis. The most important factors are the size distribution,'of the|
on and the masses retained after division.

tion of coke samples is generally carried out with fewer stages but the same basic principle of
plies.

ence, the remainder of this clause refers to coal ash only. If the variance)is satisfactory for g
so for the other characteristics of the proximate and ultimate analyses, except possibly for
d calorific value, which should be checked. If desired, all characteristics may be checked.

e described for checking the overall errors of preparation and testing and also the errors in
ages.

Is were originally developed for manual and non-integrated mechanical preparation. If som
is carried out within an integrated primary sampling/sample preparation system, it may not be p
e the errors for the individual components, except by artificial means such as refeeding rejec
system, which would be totally unrepresentative of normal operations. The variances of the i
stages may therefore have to be compounded with the primary increment variance and meg

b into two
lection of
samples

checking

sh, it will
errors in

curred at

e sample
acticable

streams
htegrated
sured as

9.2 Targst value for variance of sample preparation and analysis

9.2.1 Gengral

The overall| preparation and testing variance, Vpr, estimated by the procedure described in 9.3, is evdluated in
relation to g previously determined target, VPOT. This target is normally laid down by the body responsible fgr sample

preparation

The individ

proportion of the overall variance.

NOTE As afrough guide, a division-stage variance is generally twice the analytical variance so that, for example, for a t
preparation arfd testing process, the overall value of Vi is divided in the ratio 2:2:1 to obtain the two-division stag

al division ‘errors are estimated directly. These may be evaluated either in relation to a targe

toras a

1

ree-stage
variance

targets and the analyfical variance.

The final-stage analysis variance target can be determined from the relevant analytical standard from the equation:

0 _
VO = 5 (15)
where
VTO is the final sample extraction and analytical variance target;
T is the repeatability limit of the analytical method.
12 © 1S0 2001 - All rights reserved
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The division errors for moisture may be unavoidably greater than those for ash because of the need to avoid
excessive handling which could in turn result in bias. Such errors may, however, be acceptable if the overall precision
can be achieved due to the lower primary increment variances normally encountered for moisture.

9.2.2 Off-line preparation

The methods of sample preparation recommended for coal in ISO 13909-4, using the masses specified, should
achieve, for coal ash, a sample preparation and testing variance of 0,2 or less. For many coals, much lower variances
will be achievable, particularly if mechanical dividers are used that take a great many more than the minimum
number of cuts. Similar considerations will apply to the methods of preparation for coke in ISO 13909-6. If possible,
therefore} a more stringent overall target should be set in the light of experience with similar coals prepargd on similar
equipment.

Smaller greparation errors will reduce the number of samples required to be taken and tested:

The worgt-case individual division-stage variance (for coal 0,08) should be treated as‘d)maximum which may be
improved by using mechanical division.

9.2.3 Onp-line preparation

Where sgme elements of sample preparation are carried out in a systeni integral with the primary samplar, the errors
involved may be compounded with the primary increment variance, Vi«In'such cases, it should be expegted that the
residue df Vpr will be less than it would have been had all the samplé: preparation been done off-line.

It is recgmmended that realistic overall targets be obtaingd“from relevant experience. As a worst-¢ase target,
however,|use the worst-case individual division-stage variance for each division stage plus the appropriate analytical
variance |(see 9.2.1).

9.3 Checking procedure as a whole

The first tep is to check that the overall variance of preparation and testing does not exceed the target skt, VF,OT (see
9.2). Thg method provides a test of whether the difference between the estimated value and the target value is
statistically significant.

This is dpne by taking duplicate/samples at the first division of the sample; these are thereafter tregted entirely
separately to give the two-test samples (see Figure 3). The two samples provide an unbiased estinate of the
variance jof sample preparation and analysis. Ten pairs of test samples are obtained in this way.

If the melan obseryed absolute difference between the ten pairs of results is y, then 0,886 2 ¢y should [lie between
0,74/ V3| and 1,753/ V% (see Table 2).

NOTE T|I|e factor 0,886 2 is derived from the relationship for converting the mean differences between pairs to [the standard
deviation.

Provided that the standard deviations of two successive sets of ten duplicate samples fall between these upper and
lower limits, it may be assumed that the procedure is satisfactory.

If the standard deviation is below 0,7 VPOT, the variance is low, but no adjustment is necessary since it is always
desirable to have the variance as low as possible.

If the standard deviation is greater than 1,75\/VP° , the variance is too high and the masses retained at various
stages of the sample-preparation process are probably insufficient. Therefore, the variance of the errors arising at
each stage should be estimated as described in 9.4, so that steps may be taken to improve the procedures shown to
be necessary.

© 1S0 2001 - All rights reserved 13
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Sample X kg
Y kg Y kg
sample A sample B
60 g test 60 g test
sample A sample B
Test portion Test portion
result 1 result 2

Reduce to particle size specified
(L is the nominal top size after first-stage reduction)

Key
D Divide to mass specified

(Yis the value given in Table 3)
Figure 3 — Overall test of sample preparation
9.4 Checking stages'separately

9.4.1 Gen¢ral

Two procedures are commonly used:
a) procedure 1 (see 9.4.2) where analysis is inexpensive relative to the cost of sampling;

b) procedure 2 (see 9.4.3) which is slightly less accurate but involves fewer analyses.

Using the principles of 9.4.2.2. or 9.4.3.2 as appropriate, schemes with more than two division stages can normally
be examined.

14 © 1SO 2001 — All rights reserved
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For example, the errors arising from a three-stage preparation scheme can be separated as follows:

7:2001(E)

a) the errors in taking Y kg from X kg = variance V7;

b) the errors in taking 60 g from Y kg = variance V5;

c) the analytical errors, which include the error of taking 1g from the bottle of fuel crushed to
212 pm = variance V7.

The total variance of the procedure, V/, is given by equation (16):
V =r—=—Vo=+% (16)

If duplic
this and

variance

In order

variance
variances.

The sam

equipme
interpreta

9.4.2 Procedure 1 (based on that given by R. C. Tomlinson [1])

94.2.1

At the fi
and the

analysis

ates are extracted at an intermediate stage, the total variance of these samples will be the.sum
ater stages, for example if, in a three-stage procedure, duplicates are taken at the second sta
of the duplicates is V, + V5.

0 separate the component variances, it is necessary to take duplicates at gach’ stage, calcul
at each stage and then, by working backwards from the analysis stage, separate the indi

p

e procedures may be used to measure the errors at different stages when installing a ng
nt or when considering the introduction of a new kind of precedure. Particular care is ne
ition of the results, especially in estimating errors at each stage of division.

Method

r$t stage of division, two samples (A and B)See Figure 4) each of mass Y kg are taken as desq
flemainder of the material is discarded: Sample B is then treated in the normal manner to give
est sample.

of errors at
je, then the

hte the total
idual stage

bw piece of
bded in the

ribed in 9.5
b a general-

From sample A, however, two samplés-of 60 g each are taken as described in 9.5 at the second step of sample
division gnd each of these constitutes.a general-analysis test sample.

The threp test samples (twa”ffom A, one from B) can conveniently be labelled A;, A, and B, and |a duplicate
determingtion of a property,.€:g. ash, is then made from each of these three samples.

At least ten samplessshould be treated in this way, giving ten sets of six results.

9.4.2.2 (aleuldtion of variance from individual stages

The variances of duplicate samples separated at each stage of the preparaton 1.e. 1st stage, V5, Znd stage, V; and

third stage, V are calculated from the general equation (17):

V:

where

d

np

2

2np

is the difference between duplicates;

is the number of pairs of duplicates.

© 1SO 2001 - All rights reserved
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Sample X kg

Y kg Y kg
sample A sample\B

60 g test
sample A1

60 g test 60 g test

sample B

sample Ao

Test portjon Test portion Test portion Test portion Test portion Test portion
result result 2 result 3 result 4 result 5 reqult 6
Key
See Figure B.

Figure 4 — Detailed check of sample preparation — Procedure 1

For each of|the ten samples, there are six‘analyses denoted by the symbols (1) to (6):

A1 Az B

/X /\ /\

» (2) 3) (4) (5) (6)

a) For eacph test'sample, calculate the difference between duplicates. Call these differences x and calculate:

m 2
y = 2T
60

b) For sample A, calculate the difference between A; and A,, i.e.

L+ _ 6B)+@®

2 2

Call these differences y and calculate:

2
Vy:Zy
20
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c) Calculate the difference between A and B, i.e.

W+ +@)+@) (6)+(6)

4 2

Call these differences z and calculate

z

v = 22

-7:2001(E)

20
9.4.2.3 ([Calculation of cumulative variance at each stage
Calculatg the stage variances V3, V, and Vi, starting with the third (analysis) stage, taking inte’ acqount at the
second gnd first stages that the duplicate results are the means of more than one determination, and thus have a
compongnt of later stages included in their total variance.
a) 3rd sfage
Sincg there are no other errors involved, V; = V.
b) 2nd dqtage
Since the results compared are the means of two analyses, the third-Stage component is V7 /2.
V;
2
and therefore
Vi
v, v, - =
2 y 2
c) 1stsfage
For gample A, the results are the mean of four analyses, therefore the third-stage component is| V; /4. Two
samglles are involved at the second.stage, therefore the second stage componentis V5, /2.
The variance for sample A is V4 % % + %
For sample B, the results-are the mean of two analyses, therefore the third-stage component is V7 /2. Only one
samgle is involved, theréfore the second-stage component is V5.
The Variance forsample Bis V; + V, + %
Averaging the two sample (A and B) variances as (A+B)/2, we obtain:
et b
y -\ ]
2
|Z Vr
=Vi1+3—+3—
Ty 8
v
=V +3-7
YTy
Hence
v
Vi=V, -3
© 1SO 2001 — All rights reserved 17
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It is possible, because of the errors of estimates based on a limited number of results, for one of the estimated
parameters to be negative. In this case, assume negative variances to be zero in all subsequent working.

9.4.3 Procedure 2

9.4.3.1 Method

If analysis is expensive relative to the cost of sampling, a second procedure can be considered which is slightly less

accurate b VOTV ny afrary " o6 H ateo ot T g viv re—same as that
described i 9.4.2.1, except that only sample A, is analysed in duplicate. Ten samples are prepared, giving ten sets
of results.
Sample X kg
Y kg Y kg
sample A sample B
60 g test 60 g test 60 g test
sample A1 sample Ao sample B
Test portion Test portion Test portion Test portign
rgsult 1 result 2 result 3 result 4
Key
See Figure B

Figure 5 — Detailed check of sample preparation — Procedure 2

9.4.3.2 Calculation of variance arising from individual stages

Calculate the variances from the stages as follows.

a) Calculate the differences between the duplicate analyses, i.e.

1) —-(2).
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Call these differences x and calculate

v, = 22t
20

b) Calculate the differences between samples A; and A,, i.e.

Call these differences 9 and calculate
o DL

v
20

c) Calcylate the differences between A and B, i.e.

W@,

Call these differences z and calculate

2.7

20

V. 5

9.4.3.3 ([Calculation of cumulative variance at each stage

Calculatd the cumulative stage variances as follows.

a) 3rd sfage.

VvT — V:c
b) 2nd gtage.

For A, the result is from-two analyses, the third-stage component is therefore VT/Z.

For A, there is-a,Single analysis and the third-stage component is therefore V5. Combining these we| obtain:

v
> T¥ 31,

2 — 4
Since

3V
w=w+fﬁm%=w
Therefore

3V,
Vo=V, - =°
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c) 1ststag

e.

For sample A, the result is the mean of two samples, A; and A,. Therefore, the second- and third-stage
components are:

v+ 31

2

£V

2

3Vr

8

For sample B, there is only one result, therefore the second- and third-stage components are

V2 +V

Combin

Vz

:

Therefo

Vi=V

9.4.4 Inter
Compare th
targets for g

It is difficult
variance oh
asserted th

not to assuime that the resultsare so satisfactory that the procedure can be relaxed.

Examine th
attention. In
or V7 obtai

ng these two and adding V; we obtain:

<%+STYT>+(V2+VT)

/) + 5
3V,

/+3<Vy—Tm>+11VT
! 4 16

3V, V,
/AN
1+ 2 3
e

3V, V,
i 4 8

bretation of results

e variances estimated by the procédures described in 9.4.2 or 9.4.3 with the previously de
ach stage (see 9.2).

to assess variances of this type for accuracy and, since only a small number of tests is carried
tained has a considerable margin of error. If a variance for either stage is particularly large,
it the errors are highland an attempt needs to be made to reduce them. But if a variance is low, i

b values obtained from the above procedure and make a decision as to which one is too high a
generalthis would be the stage of the procedure which gives the highest value of the varianc
ed from-the calculation in 9.4.3.3.

If the varia

mlxmg Proce

being used

ce-of anaIyS|s is too h|gh the equment shall be carefully exammed parucularly the accurg

termined

but, each
it can be
t is better

nd needs
ps V1, Vs

cy of the

shall be carefully checked against the appropriate specmcatlon

procedure

If the excessive variance arises from a stage of sample preparation, the procedure at the stage concerned shall be
carefully examined to confirm that it is in accordance with the appropriate part of ISO 13909, i.e. ISO 13909-4 for

coal or ISO

13909-6 for coke. In particular, the size analysis after reduction shall be checked.

If these examinations fail to reveal any discrepancy, the procedure shall be improved by adopting one or both of the
following alternatives:

a) crush the sample to a smaller particle size;

b) retain a

20

larger mass for the next stage.

© ISO 2001 — All righ

ts reserved


https://standardsiso.com/api/?name=3d060a04561d9e9cd7bc8c0d473ea64d

ISO 13909-7:2001(E)

Then repeat the general test described in 9.3 to determine whether the procedure as a whole is now satisfactory. If it
is not, the detailed stage-check test described in 9.4 shall be repeated. This cycle of tests shall be continued, as
necessary, until the mean of the differences between ten pairs of results lies between 0,70,/ Vi and 1,75,/ V3 for
two successive sets of ten samples.

The detailed test described in 9.4 should not be repeated immediately after a change has been made as this
procedure is complicated. Moreover, because of the margin of error mentioned above, it is difficult to tell whether a
smaller value for the variance of a particular stage represents a significant improvement or not. Therefore, it is better
to test the procedure as a whole to see if successive sets of ten samples are satisfactory.

9.5 Prq

9.5.1 W

Perform mixing with the riffle in a normal manner, then proceed in the usual way to obtain sample A.

Collect a
from the

952 W

Either
a) arran
appr(
b) if the
appr(

mass.

9.6 Example

An engin
a require
sample.

Sampling
a pair of
content g

These s4g

NOTE The values\n.all the tables are % ash, dry basis.

The diffe
Table 4.

th a riffle

| the residue and repeat the entire procedure to obtain a second sample B. Samples A and B sh
halves of the first division.

th a mechanical sample divider

ge the sample divider in such a way that two receptaclés are available for taking two san
priate mass, then discard the rest of the material; or

sample divider is of such a design that only one sample can be taken at a time, take one s§

ber decided to check the plant sample-preparation procedures on a coal of ash content of abou
d precision of 2 %. It was found that in order to achieve this precision, 15 increments were reg
t was decided that the targetfor the overall preparation and testing error, VpoT should 0,2 (see 9

was carried out in the.ustral manner and ten successive samples were treated as described in
esults was obtainedfrom each sample. Thus, ten pairs of duplicate test samples were obtained
f each test sample was determined.

mple values Wwere tabulated as in the first two columns of Table 4.

fenCe between each pair was calculated and the mean difference obtained. This is shown in

all not come

ples of the

mple of the

priate mass, then return the whole of the discard to the divider and take a second sample ¢f the same

t 25 %, with
uired in the
2).

9.3, so that
and the ash

column 4 of
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Table 4 — Overall test of sample-preparation errors

Sample Sample A Sample B Dlizer_erET
1 25,7 25,0 07
2 24,3 25,1 0,8
3 25,6 25,0 0,6
4 28,1 27,1 1.0
5 27,8 28,7 0,9
6 25,1 25,8 0.7
7 25,6 24,8 0,8
8 24,4 25,2 0,8
9 27,8 27,1 0,7
10 26,3 27,3 1,0

Total 8,0
Mean 0,80
Estimated within-pair standard deviation 0:71

The estimated within-pair standard deviation was 0,71. Although this does not exceed the upper limit of 1
he variance of the sample preparation was nevertheless highvand therefore an experiment was
d in 9.4.2, so that the variance of the errors arising at eachistage could be estimated. The resy

(i.e. 0,78), t
as describe]
were obtain|

ed are shown in Table 5.

Table 5 — Detailed test of sample-preparation errors

A Ay B
Sample
1 2 3 4 5 6
1 26,8 26,6 26,1 26,6 25,3 25,2
2 26,5 26,6 26,5 26,5 25,4 25,5
3 25,4 25,3 25,4 25,3 25,2 25,3
4 28,8 28,5 28,7 28,6 28,3 28,2
5 29,4 30,1 30,1 29,8 28,7 28,7
6 2577 25,3 25,7 25,7 25,2 25,3
7 24,5 24,4 24,3 24,4 24,6 24,7
8 26,1 25,9 26,6 26,3 25,7 25,8
9 23,1 23,2 23,5 23,3 23,1 23,1
10 31,5 31,6 30,8 30,9 30,8 30,9

75/ Vx
arranged
Its which

The differe

22

CES, T, between samples of Ag, A; and B were tabulated as in 1able 6. From these difierenc
was calculated [see 9.4.2.2 a)]. Similarly, the differences y [see 9.4.2.2 b)] between mean results were tabulated as
in Table 7 and y? calculated; the differences z [see 9.4.2.2 c)] were tabulated as in Table 8 and > 22 calculated.

es, > 12
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Table 6 — Calculation of values of in example
Aq Az B
Sample
1) - (2 (3)—(4) (5) — (6)
1 0,2 0,5 0,1
2 —-0,1 0,0 —-0,1
3 0,1 0,1 —-0,1
4 0,3 0,1 0,1
5 —0,7 0,3 0,0
o] U8 U,U —U,1
7 0,1 —-0,1 —-0,1
8 0,2 0,3 —-0,1
9 —-0,1 0,2 0,0
10 —-0,1 —-0,1 —0,1
S x* =146
Table 7 — Calculation of values of i examplé
AL Az A — A
Sample W+ @ (3)+ (&) y
2 2
1 26,70 26535 0,35
2 26,55 26,50 0,05
3 25,35 25,35 0,00
4 28,65 28,65 0,00
5 29,75 29,95 — 0,20
6 25,50 25,70 — 0,20
7 24,45 24,35 0,10
8 26,00 26,45 — 0,45
9 23,15 23,40 — 0,25
10 31,55 30,85 0,70
> y? =097
Table 8 — Calculation of values of im example
A B A—B
e WE@r@+@ | 610 :
1 26,52 25,25 1,27
2 26,52 25,45 1,07
3 25,35 25,25 0, 10
4 28,65 28,25 0,40
5 29,85 28,70 1,15
6 25,60 25,25 0,35
7 24,40 24,65 —0,25
8 26,23 25,75 0,48
9 23,28 23,10 0,18
10 31,20 30,85 0,35
> 2 =48206
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Vz, Vy and V, were calculated as follows:

>’

Ve = = 0,024 33
60

2
v, = LY 0,048 50
20
Z2
V, = = 0,241 03
20

Vi, Vo and |V (see 9.4.1) were estimated as follows:
Vi = V. = 0,024 33 = 0,02 (corrected to two decimal places).
V> =V}, — 0,50V, = 0,036 34 = 0,04 (corrected to two decimal places).
Vi =W — 0,75V, = 0,204 66 = 0,20 (corrected to two decimal places).

Thus, it is ¢lear that V; is the largest and that the errors occurring at the first stage of sample division require
investigation.

The progregs of improvement to the first stage should initially be assessed by checking the procedure as a hole, as
described ip 9.3.
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Annex A
(informative)

Variogram method for determining variance

A.1 General

7:2001(E)

The method for estimating primary increment variance described in 6.2 does not take into account the possible serial

n would be
e means of

at between

\re obtained

correlatign between increments, and may lead to a greater calculated number of increments tha
necessally to obtain a given sampling precision. The variogram method may be used as an alterhativ
estimating the number of primary increments needed to attain a given level of precision.
The variqgram is a plot of the mean squared difference in the quality of increments, i.e. variance, as a fupction of the
interval, jor lag, between them. The distance between neighbouring increments is_Called lag 1, th
neighbouring odd and even increments is called lag 2, etc. This is illustrated in FigurerA.l.
Xi Xia1 Xi 2 X3 Xi
Ihcrements I I I I I
I I I I I
lag 1 (k=1) | | ! |
I I I I
| | |
| | i
g 2 (k = 2) |
| i
| | | | |
g 3 (k = 3)
Figure A.1 — Graphicalitepresentation of elements used for the calculation of
the experimental variance  Vj (k)
Lag may pe a time interval for time-basis sampling or a mass interval for mass-basis sampling. The data a
by collecjing n increments fronba sub-lot and analysing each increment separately.

The incréments should.be collected at about half the sampling interval calculated from equation (11

equation
of ISO 13

The valu

(12) in 5.3.20f ISO 13909-2:2001, using the number of increments estimated using equation (
909-2, enrthat normally used for sampling the particular fuel in question.

 of the variance V' (k) at lag k is calculated from equation A.1:

in 5.2.2 or
B) in 4.4.5.2

where

’LNk

Z (xz—I—k

€Z; is the analysis for increment ¢;

Zitk isthe analysis for increment i + k;

Ny, is the number of pairs of increments at lag & apart.

© 1SO 2001 - All rights reserved

(A.1)

25


https://standardsiso.com/api/?name=3d060a04561d9e9cd7bc8c0d473ea64d

ISO 13909-7:2001(E)

The principal features of a variogram are shown in Figure A.2. The intercept Vz on the vertical axis is the random
component of variance. The other component of variance is the temporal component, which increases with lag and
may reach a maximum.

V (k)

The variand

Ve

Figure A.2 — Principal features of a variogram

es V (k) obtained using equation((A:1) include the sample preparation and testing variance V/

bT, which

is constant| as well as the sampling variance. This is also a component of the variogram intercept,| Vk, and
consequently a correction must be made-fo obtain the sampling variance (see A.3). An estimate of Vpr can be
obtained by extracting two duplicate-divided samples from each increment at the first off-line division stage and
preparing and analysing both.
Experience|shows that a variogram for usual sampling intervals can be adequately approximated by a strgight line
over the range k = 1 to abGut® = 5, according to equations (A.2) and (A.3) for time-basis and mass-basis [sampling
respectively:
V (t) 5 Ve +BEAtL (A.2)
V (m) =Fr+BrAm (A.3)
where
VR is the random component of variance (the intercept) of the variogram;
B is the gradient (or slope) of the variogram;

At is the sampling interval (lag 1) for time-basis sampling;

Am s the sampling interval (lag 1) for mass-basis sampling.

26
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A.2 Calculation and fitting the variogram

A.2.1 General

Calculate the value of the variance V' (k) for the first 10 lags using equation (A.1) and plot the variogram of variance
V (k) versus lag k .

Estimate the values of Vg and B in equations (A.2) or (A.3) by fitting a straight line to the linear portion of the
variogram, i.e. lag 1 to k;,. The linear portion is typically about the first five lags, and the straight line can be fitted
either by eye or by linear regression

A.2.2 \ariogram fit by eye
Set Vi tq the value of V' (k) where the straight line intercepts the Y axis.

Calculatd the gradient of the variogram using either equation (A.4) or (A.5) for time-basis and mass-bagis sampling
respectively:

V (kin) — V&

B =
kin At

(A.4)

. V (klin) - VR

A.5
kinAm (A5)

A.2.3 Mariogram fit by linear regression
Sety =V (k)
and x =|kAt or kAm for time-basis or mass-basis sampling, respectively.

Calculatg B and Vi as follows:

B Kin ) wy—> x> Y
kin Yo a2 — (3.

- B
Ve o 2V . X
lin

(A.6)

(A7)

A.2.4 (alculation of corrected variance

Subtract the sample preparation and testing variance Vp1 from the value of V to obtain the corrected variance V. as
follows:

Ve=Vo = Veor (A.8)

The variance V¢ provides information on sampling errors only.

A.3 Calculation of sampling variance

After determining V¢ and B, calculate the sampling variance Vs as follows.
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For systematic sampling:

Ve

n

Vs

BmSL
2

6n

and for stratified random sampling:

Ve

n

Vs

BmSL
3n?

(A.9)

(A.10)

where
msL is th
n is th

NOTE Fort

A.4 Calo

Calculate th
(A.9) and (4

For systematic sampling:

Ve

e mass of the sub-lot;

e number of increments taken from the sub-lot.

me-basis sampling, ms, is replaced by T", the total sampling time.

ulation of number of increments

e number of increments required to achieve the desired sampling variance Vs by transposing ¢
.10) and solving for 1 using the following equations.

+\/Vc2 + % Bmg Vs

n =

and for stra

\%

2Vs

ified random sampling;

—i-\/ch + % Bmg Vs

n =

A.5 Calo

Assuming t

for sampling, preparationiand testing using the following equations.

For systematic sampling:

2Vs

ulation of total variance

hat all the increments are combined into a single sample for the sub-lot, calculate the total varig

bquations

(A.11)

(A.12)

nce Vspr

‘/SPT =

(A.13)

A.6 Example of calculation of sampling and total variance

(A.14)

The data for ash in Table A.1 were obtained by collecting and analysing individual increments taken at 0,25 min
intervals. The preparation and testing variance Vpr was determined separately and found to be 0,01.

28
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at 0,25 min intervals
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Calculate
as follow

V(1

)

Increment number Ash
% (m/m)
1 14,6
2 13,8
3 14,7
4 16,1
5 15,6
7 15,8
8 15,3
9 15,8
10 15,4
11 15,9
12 16,1
13 15,3
14 16,0
15 15,2
16 15¢5
17 14,6
18 14,9
19 15,3
20 15,4
21 15,4
22 15,4
23 16,0
24 15,5
25 15,5
26 15,4
27 15,4
28 14,7
29 15,2
30 14,9

the experiméntal variogram points V' (k) using equation (A.1). For lag 1 (k = 1), the variance i calculated

o7

4(138 —14,6)° + (14,7 — 138)" + ... + (14,9 — 15,2)°
2 2 x 29

9,03
= —— = 0,156
58

For lag 2 (k = 2), the variance is calculated as follows:

V(2

)

(14,7 — 14,6)° + (16,1 — 13,8)° + ... + (14,9 — 14,7)°

- 2 % 28

10,31
= ——=0,184
56

© 1SO 2001 - All rights reserved
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The first 10 variogram points are tabulated in Table A.2 and plotted in Figure A.3.

Variance

Key

(=]

Table A.2 — Variogram points for the data in Table A.1

Integer lag Lag in minutes Variance
k kAt Vk)==z
1 0,25 0,156
2 0,50 0,184
3 0,75 0,235
4 1,00 0,245
5 1,25 0,258
6 1,50 0,297
7 1,75 0,247
8 2,00 0,261
9 2,25 0,280
10 2,50 0,297

1=

Vanogram fithy eye

Intercept Vi (eye) = 0,125

Lag| k

Figure A.3 — Variogram for the data in Table A.2

Fit a straight line to the first 5 points of the variogram (see A.2.2) by first calculating the following summations:

Y y=1078

30

= 3,750
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) ay=08748
Y a? =34375

Calculate B using equation (A.6):

B =

Calculate Vrusing equation (A 7)-

5 x 0,874 8 — 3,75 x 1,078
— =0,11
5 x 3,4375 — 3,75

VR —

The alteqnative method of fitting a straight line to the variogram by eye (see A.2.1) gives:very simila

shown in
intercept
follows:

B =

Completi
variograr

VC:

Assumin
intervals
(A.13):

VS:

Calculate

Vspr

Finally, c

P =

1,078 — 0,11 X 3,75
5

=0,13

Figure A.3, a straight line has been drawn from V' (4) through V' (2) and V' (1){o intercept the
is 0,125, so Vg = 0,125. The gradient of the variogram can then be calculated using equat

V (4) —0,125 0,245 — 0,125
4%x025 1

=0,12

ng the calculation of sampling and total variance using.thé results for the linear regressia
n, calculate V¢ using equation (A.8):

0,13—-0,01 =0,12

) that systematic sampling is to be used and.that 30 increments are to be taken from a sub/
(i.e. mg /n = 1), calculate the sampling variance from the above values for Vi and B usi

0,12 011 x1

hiculate the)precision of the result for a single sub-lot using equation (1):

2v/ Vspr

=~ =40x10"°
30 6 x 30
the overall variance by adding the preparation and testing variance using the following equatiojn:
=Vs+ Ver
= 0,004 + 0,01
= 0,014

results. As
Y axis. The
on (A.4) as

n fit to the

lot at 1 min
Ng equation

=]

2 X 0,116
0,24 % ash

© 1SO 2001 - All rights reserved
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Annex B
(informative)

Grubbs' estimators method for determining sampling precision

B.1 General

At some log

cted with

the assurar
cases, the §
of 30 sub-lg
independen
increments

B.2 Sele

The sub-lot

a) the mas

minimum mass given in Table 1 of ISO 13909-2:2001;

b) the min

down fo

B.3 Sele

Each of theg
three stopp
comparable
dividing the
example, w
stopped-be
belt referen

ations—eperationat-conditions-efa-sampling-system-de-net-allew-duplicate samplesto-be-cele
ce that no cross-contamination of sample material from adjacent primary increments occurg
ampling precision being obtained may be checked by collecting three samples from each~of’a
ts of fuel. One sample is collected using the normal sampling scheme (system sample),.and twg
t systematic samples are collected by stopping a main fuel-handling belt for collection of sto
at preselected intervals (reference samples A and B).

ction of sub-lot size for measuring precision

size should be such that

s of material collected by the on-line sampling and sample)'preparation system is at least

mum fuel-conveying time for each sub-lot is 1 h. The gime during which the fuel-handling beltg
I collection of stopped-belt increments is not included as fuel-conveying time.

ction of number of stopped-belt increments and collection intervals

two reference samples, stopped-belt-sample A and stopped-belt sample B, consists of a mi

pd-belt increments and preferably more to ensure that the overall precision of the reference m
to that of the sampling system _under test. Obtain the sampling interval for each reference s
sub-lot fuel-running time, inyminutes, by the number of stopped-belt increments to be colle
th a sub-lot size of 900 tonnes during which the expected fuel-conveying time is 90 min, and
t increments collected/from each sub-lot, the stopped-belt systematic sampling interval for each
ce sample will be 30min.

To ensure t

sampling be employed>for collection of reference samples. Thus, for both reference sample A and
sample B fljom each\sub-lot, a random number table or pseudo-random generator is used to select 4

collection

sampling inferval.'For a 30 min stopped-belt sampling interval, there will be 60 possibilities upon each ch

at reference samples and system samples are mutually independent, it is necessary that true s

f thecfirst stopped-belt increment, in 0,5 min intervals, from all possibilities within the sto

. In such
minimum
mutually
bped-belt

fwice the

are shut

nimum of
ethods is
ample by
cted. For
vith three
stopped-

stematic
eference
time for
bped-belt
bice. The

time for collgction of each subsequent stopped-belt increment for each reference sample is determined by r¢peatedly

adding the systematic sampling interval until all increments have been collected.

The results of this procedure are illustrated in Table B.1, where the sub-lot size is the quantity of fuel conveyed during

a 90 min int

B.4 Off-l

erval and three stopped-belt increments are collected for each reference sample.

ine preparation and analysis of test samples

Using a riffle or other suitable divider, divide each system sample into two equal parts, Part 1 and Part 2, without
discarding sample material. Further prepare and analyse each part separately, obtaining an analysis result for each
and calculating the mean for each sub-lot. An example is shown in Table B.2.

32

© 1SO 2001 - All rights reserved


https://standardsiso.com/api/?name=3d060a04561d9e9cd7bc8c0d473ea64d

	Hard coal and coke�— Mechanical sampling�—
	Contents Page
	Foreword
	Introduction
	Hard coal and coke�— Mechanical sampling�—
	1��� Scope
	2��� Normative references
	3��� Terms and definitions
	4��� General
	5��� Equations relating to factors affecting precision
	5.1��� General
	5.2��� Continuous sampling
	5.3��� Intermittent sampling

	6��� Estimation of primary increment variance
	6.1��� Direct determination of individual primary increments
	6.2��� Determination using the estimate of precision

	7��� Methods for estimating precision
	7.1��� General
	7.2��� Duplicate sampling with twice the number of increments
	7.3��� Duplicate sampling during routine sampling
	7.4��� Alternatives to duplicate sampling
	7.5��� Precision adjustment procedure

	8��� Calculation of precision
	8.1��� Replicate sampling
	8.2��� Normal sampling scheme

	9��� Methods of checking sample preparation and testing errors
	9.1��� General
	9.2��� Target value for variance of sample preparation and analysis
	9.2.1��� General
	9.2.2��� Off-line preparation
	9.2.3��� On-line preparation

	9.3��� Checking procedure as a whole
	9.4��� Checking stages separately
	9.4.1��� General
	9.4.2��� Procedure�1
	9.4.2.1��� Method
	9.4.2.2��� Calculation of variance from individual stages
	9.4.2.3��� Calculation of cumulative variance at each stage

	9.4.3��� Procedure�2
	9.4.3.1��� Method
	9.4.3.2��� Calculation of variance arising from individual stages
	9.4.3.3��� Calculation of cumulative variance at each stage

	9.4.4��� Interpretation of results

	9.5��� Procedure for obtaining two samples at each stage
	9.5.1��� With a riffle
	9.5.2��� With a mechanical sample divider

	9.6��� Example


	Variogram method for determining variance
	A.1��� General
	A.2��� Calculation and fitting the variogram
	A.2.1��� General
	A.2.2��� Variogram fit by eye
	A.2.3��� Variogram fit by linear regression
	A.2.4��� Calculation of corrected variance

	A.3��� Calculation of sampling variance
	A.4��� Calculation of number of increments
	A.5��� Calculation of total variance
	A.6��� Example of calculation of sampling and total variance

	Grubbs' estimators method for determining sampling precision
	B.1��� General
	B.2��� Selection of sub-lot size for measuring precision
	B.3��� Selection of number of stopped-belt increments and collection intervals
	B.4��� Off-line preparation and analysis of test samples
	B.5��� Estimation of the variance of preparation and testing of system samples
	B.6��� Calculation of sub-lot measurement variances for the sampling system and stopped- belt ref...
	B.7��� Calculation of the overall precision of sampling, off-line preparation, and analysis
	B.8��� Examination of the significance of the estimate of precision

	Bibliography

