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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies
(ISO member bodies). The work of preparing International Standards is normally carried out through ISO
technical committees. Each member body interested in a subject for which a technical committee has been
established has the right to be represented on that committee. International organizations, governmental and

non-g

avernmental in liaison with 1SO_also take part in the waork 1SQO collaborates clo

ly with the

Interr

Interr

The main task of technical committees is to prepare International Standards. Draft.Internation
adopfed by the technical committees are circulated to the member bodies for voting. Publi

Interr

Attention is drawn to the possibility that some of the elements of this document may be the sub

rights

ISO 7

protegtion.

ational Electrotechnical Commission (IEC) on all matters of electrotechnical standardization

ational Standards are drafted in accordance with the rules given in the ISO/IEC Directives, Fart 2.

ational Standard requires approval by at least 75 % of the member bodies-casting a vote.

. ISO shall not be held responsible for identifying any or all such patent rights.

1439 was prepared by Technical Committee ISO/TC 85, Nuclear energy, Subcommittee SC
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Introduction

Clinical dosimetry covers the methods by which values of the relevant physical quantity, absorbed dose to
water, can be measured at a given point by the use of calibrated instruments in a clinical setting. The
application of beta radiation sources for brachytherapy requires new and skilled methods for adequate clinical
dosimetry necessitated by the short range of the beta radiation. This causes large dose-rate gradients around
beta radiation_sources _and hence it is necessary that the detector volumes for absorhed-dose measurements
be extremely small. This leads to the requirement for highly specialized detectors and calibration technigues,
and it is necgssary to scrutinize closely every calibration obtained in one beta radiation field and determine if it
is applicablefin another field.

It is necessary that an appropriate quality system be implemented and maintained in the hespital for clinical
beta radiatign source dosimetry. It is the responsibility of the medical physicist to earry out testing and
calibration agtivities for any source in such a way as to meet the requirements for adequate dosimetry| This
International|Standard gives guidance on how to satisfy these needs.

Vi © 1SO 2009 - All rights reserved
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1

This |nternational Standard specifies methods for the determination of absorbed-dose distributior
tissu¢ that are required prior to initiating procedures for the application of beta radiation in'ophth
and intravascular brachytherapy [l [2I 3. Recommendations are given for beta radiation$ourc

dosi

brachytherapy treatment planning. Guidance is also given for estimating the uncertainty of the al

to w.
surfa
beta

The

basis

this |

brach

beta

This

dosin
Interr

smal

2

The

refergnces, only the edition cited applies. For undated references, the latest edition of the cit

(including any amendments) applies.

ISO/IEC Guide 98-3,~Uncertainty in measurement — Part 3: Guide to the expression of U
meagurement (GUM:1995)

ISO/IEC Guidée 99, International vocabulary of metrology — Basic and general concepts and ass
(VIM)

ISO ¢

Normative references

Scope

etry measurements, dose calculation, dosimetric quality assurance, as well~as for b

ter. This International Standard is applicable to “sealed” radioactive sources, such as plane
Ce sources, source trains of single seeds, line sources, and shell and volume sources, for w
radiation emitted is of therapeutic relevance.

standardization of procedures in clinical dosimetry described in/this International Standard
for the reliable application of beta radiation brachytherapy. The specific dosimetric methods
hternational Standard apply to sources for the curative treatment of ophthalmic disease, for
ytherapy treatment, for overcoming the problem of restenosis and for other clinical appli
radiation.

International Standard is geared towards organizations wishing to establish reference

ational Standard does not exclude the possibility that there can be other methods leading tg
er measurement uncertainties.

following referenced documents are indispensable for the application of this documen

s in water or
almic tumour
e calibration,
bta radiation
sorbed dose
and concave
hich only the

serves as a
described in
intravascular
ations using

methods in

hetry aiming at clinical demands for an appropriately small uncertainty of the delivered dose. This

the same or

t. For dated
pd document

hcertainty in

ciated terms

980-2, Nuclear energy — Reference beta particle radiation — Part 2: Calibration fundamenfals related to

basic quantities characterizing the radiation field

ICRU Report 51, Quantities and Units in Radiation Protection Dosimetry
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3 Terms

and definitions

For the purposes of this document, the terms and definitions given in ICRU Report 51, ISO Guide 99 and
ISO 6980-2, and the following apply.

3.1

absorbed dose

D

quotient of de by dm, where dg is the mean energy imparted by ionizing radiation to matter of mass dm, as
given by Equation (1):

e absorbed dose is designated in units of joules per kilogram, with the special name of gray (Gy).

absorbed dg¢se to water

p-Jd¢

dm

NOTE TH
3.2
DW

quotient of d

mass dm, as

di

DW = E

NOTE TH
3.3

acceptance

(1)

e by dm, where de is the mean energy imparted to water by ionizing Tadiation to a mediyim of

given by Equation (2):

e absorbed dose to water is designated in units of joules.per-kilogram, with the special name of gray (&

test

contractual fest carried out by the user on receipt, of a new instrument or source(s) in order to

compliance |

NOTE1  Ar

vith contractual specifications

acceptance test of an instrumentliis) carried out after new equipment has been installed, or

modifications have been made to existing equipment.

NOTE 2  Ar
consignment ¢

3.4

active sourd
ASL

length of the
specified rati

3.5

acceptance test of a source-is.carried out on each source before being put into service for the first tim
ontains more than one source, it is carried out on all sources of a particular type.

e length

source overwhich the absorbed dose rate at a defined distance from the source axis is wi
b of the maximum absorbed dose rate at this distance

afterloading

()

verify

major

e.Ifa

hin a

automatically or manually controlled transfer of one or more sealed radioactive sources between a storage
container and pre-positioned source applicators for brachytherapy

© 1SO 2009 - All rights reserved
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3.6

average beta energy

Eave

quotient of beta energy averaged over the distribution, @&, of the beta particle fluence with respect to energy
as given by Equation (3):

Emax

E@c(E)dE
Eave = L 3)

Emax

D dE

0

wherg &g = d&/dE

3.7
brachytherapy
intragavitary, interstitial, superficial (including ophthalmic), or intraluminal (e.g.\intravascular) rafliotherapy in
the immediate vicinity of one or more sealed or unsealed radioactive sources

3.8
calibration
set of operations that establish, under specific conditions, the relationship between values of a|quantity and
the cprresponding values traceable to primary standards

NOTH 1 For an instrument, a calibration establishes, under~specific conditions, the relationship betweg¢n values of a
quantjty indicated by a measuring instrument or measuring“system and the corresponding values realized from the
standprds.

NOTB 2  For a source, a calibration establishes,under specific conditions, the value of a quantity pr¢duced by the
source.

3.9
clini¢al target volume
CTV
grosg tumour or target volume.(GTV) with the addition of a margin that accounts for cells that|are clinically
suspected but have unproven involvement

NOTE In malignant_disease, e.g. ophthalmic tumours, these oncological safety margins account [for subclinical
diseasge. In restenosis tredtment, the CTV includes the full interventional length (IL) of the vessel with all vegsel wall layers
and with the additiomof proximal and distal safety margins to include all tissue possibly injured during thg interventional
procegs.

3.10
detec¢toriest source
radiafionysource used for the determination of the long-term stability of a radiation detector

3.1

dosimeter

(beta radiation therapy) equipment that uses detectors for the measurement of absorbed dose, or absorbed
dose rate, in beta radiation fields as used in radiation therapy

NOTE A radiotherapy dosimeter contains the following components: one or more detector assemblies, a measuring
assembly (including possibly a separate display device), one or more detector test sources (optional) and one or more
phantoms (optional).

3.12

dwell time
time a radioactive source or source train remains at a selected treatment position

© 1SO 2009 - All rights reserved 3


https://standardsiso.com/api/?name=c889eaa5cd46c716b324be7551071189

ISO 21439:2009(E)

3.13

effective point of measurement

Peff

point at which the absorbed dose rate in an undisturbed medium is determined from the detector signal

3.14

extrapolation chamber
ionization chamber capable of having a collection volume that is continuously variable to a vanishingly small
value by changing the separation of the electrodes, which allows the user to extrapolate the measured
ionization density to zero collecting volume

NOTE Tt

3.15
fluence

D

quotient of dj
given by Equ

@ =dN/(q

3.16

T extrapotation chamber Serves as a primary standard, under proper conditions of use (See AnMex C):

V by d4., where dN is the number of particles incident on a sphere of cross-sectional area d;
ation (4):

A

S

gross tumour or target volume

GTV
macroscopic
modalities

NOTE In
restenosis trea

3.17

influence qy
quantity tha
measuremer

3.18

extent and location of target tissue that can be observed\or visualized using applicable im

malignant disease, e.g. ophthalmic tumours, target.tissue means the demonstrable tumour grow
tment, the GTV includes the full vessel extent injuredduring the interventional process.

antity
can have a bearing on the result’ of a measurement without being the subject o
t

interventional length

IL
length of the

3.19

lesion lengt
LL

stenotic or o

vessel injured during-tfie interventional process

L

cludedsdlength of the vessel segment as determined by the interventionalist

3.20

(., as

S’

Bging

th. In

f the

maximum betaenergy

E

max

highest value of the energy of beta radiation emitted by a particular radionuclide that can emit one or several
continuous spectra of beta radiation each with a characteristic maximum energy

3.21

measurement standard
instrument that defines, represents physically, maintains or reproduces the unit of measurement of a quantity
(or multiple or sub-multiple of that unit) in order to transfer it to other instruments by comparison

© 1SO 2009 - All rights reserved
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3.22

planning target volume

PTV

clinical target volume (CTV) plus safety margins to account for physiological movements and changes, as well
as for various set-up uncertainties

3.23

point of test

point at which the conventional true value is determined and at which the reference point of the dosimeter is
placed for calibration and test purposes

3.24
priery standard
meagurement standard (of the highest metrological quality) that defines, represents physically, |maintains or
reproduces the unit of measurement of a quantity (or a multiple or sub-multiple of that unit) in order to transfer
it to qther instruments by comparison

NOTH 1 The primary standard is operated by a national laboratory under reference €onditions and its| accuracy has
been |verified by comparison with the comparable standards of institutions participatingin the International| Measurement
System.

NOTH 2 A primary standard realizes the quantity being measured without reference to any other standafd of the same
type.

3.25
ionizjing radiation
emisgion and propagation of energy through space or, through a material medium in [the form of
electfomagnetic waves or particles that have the potential to ionize an atom or molecule thfough atomic
intergctions

3.26
radidtion detector
equigment, generally a sub-assembly, or substance that, in the presence of radiation, provides by either direct
or indlirect means a signal or other indication suitable for use in measuring one or more quantities of the
incident radiation

3.27
reference absorbed dose to water
DO
absofbed dose to water.at-the reference point
3.28

referpnce conditions
set of influence.quantities for which the calibration is valid without any correction

NOTE The reference conditions for the quantity being measured may be chosen consistent with the properties of the
instrument being calibrated. The quantity being measured is not an influence quantity. T)

3.29

reference isodose length

RIL

vessel length at the reference distance enclosed by a certain defined percentage isodose of the reference
dose at Prgs

NOTE 1 The reference distance is measured from the source axis to a line parallel to the source axis on which P is
located.

NOTE 2 For example, ESTRO recommends the 90 % isodose.

© 1SO 2009 - All rights reserved 5
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3.30

reference lumen diameter

RLD

diameter of the vessel lumen after angioplasty as determined by angiography in a representative plane within
the planning target volume

3.31

reference orientation of a detector

orientation of the dosimetry detector with respect to the direction of the incident radiation stated by the
manufacturer

3.32
radionuclide purity
proportion of|the total activity present in the form of the stated radionuclide

NOTE THe radionuclide purity is generally expressed as a percentage.
3.33

reference point

P

ref
(for source chlibration) point in a source radiation field at which the reference absorbed dose rate is spegified,
and which isfalso used for normalization of relative measurements

3.34
reference point of a detector
point of a defector that is placed at the point of test for calibrating or testing purposes

NOTE THe distance of measurement refers to the distance betwegfn the reference points of the radiation sourde and
of the detector.

3.35
routine calijration
calibration appropriate to a routine application of a sgurce or an instrument

NOTE A [routine calibration may be of a confirmatory nature when it is performed either to check the calilration
carried out by the manufacturer together with an,instrument, or to check whether the calibration is sufficiently stable fluring
the continued | long-term use of a source or aninstrument. When considering the most practical way to perform a rputine
calibration, regults obtained in a type test can_turn out to be helpful, for example in selecting the phantom.

3.36
secondary gtandard
standard whose value is assighed by comparison with a primary standard of the same quantity

3.37
source appljcator
(brachytherapy) device to position one or more radiation sources at the intended treatment positions

NOTE ThHelradiation source may be a fixed part of the applicator, and the applicator may, furthermore, ir'clude
protective shiefdingand/ora source guide.

3.38

source train

sequence of sealed radioactive sources, possibly separated by non-radioactive spacers, that is specified by a
single value and calibrated as a whole

3.39

special calibration

calibration of a source or an instrument for a special case similar to that performed in connection with a type
test

NOTE A special calibration is performed, for example, if the source or instrument is used under special
circumstances or if the routine or type testing provides insufficient information.

6 © 1SO 2009 — All rights reserved
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3.40
standard test conditions
conditions under which all influence quantities and instrument parameters have their standard test values

NOTE Ideally, calibrations should be carried out under reference conditions. As this is not always achievable (e.g. for
ambient air pressure) or convenient (e.g. for ambient temperature), a (small) interval around the reference values may be
used. In principle, corrections should be made for the deviations of the calibration factor (if dimensionless) or calibration
coefficient (if the instrument indication has different units from the calibration quantity) from its value under reference
conditions caused by these deviations. In practice, the uncertainty aimed at serves as a criterion to determine whether it is
necessary to take an influence quantity into account by an explicit correction or whether its effect may be incorporated into
the uncertainty. During type tests, all values of influence quantities that are not the subject of the test are fixed within the
interval of the standard test conditions.

3.41
test
(of ap instrument) measurement intended to confirm that an instrument is functioning: correctly and/or the
quantitative determination of the variations of the indication of the instrument over a range of radition, electric
and gnvironmental conditions

NOTEH Four distinct categories of instrument testing, of which calibration is a part,\are generally recogn|zed: type test,
accef]tance test, special calibration, routine calibration.

3.42
test
(of d source) measurement intended to confirm that a sourcé is functioning correctly and/or that the
encapsulation is intact, and/or the quantitative determination, of\the variations of the field of the Jource over a
range of radiation, electric and environmental conditions

NOTE Four distinct categories of source testing, of which calibration is part, are generally recognized: type test,
accef]tance test, special calibration, routine calibration.

3.43
tracdability
propirty of the result of a measurement.or the value of a standard whereby it can be related to stated
refergnces, usually national standards erJinternational Standards, through an unbroken chain of |comparisons
eachlhaving a stated uncertainty

3.44
trangfer standard
standard used as an intermediary to compare standards and establish traceability

3.45
treatment parameter
factof that describes one aspect of the irradiation of a patient during radiotherapy, such as radiftion energy,
absofbed daese,freatment time

3.46
treatment-time
time between initiation and termination of irradiation, excluding any time in the ready state after interruption

3.47

type test

(of an instrument) test intended to determine the characteristics of a particular type or model of a production
instrument

NOTE 1 This type test involves extensive testing over a wide range of quantities that can have a bearing on the result
of a measurement without being the objective of the measurement: the “influence quantities”. For ionizing radiation
detectors, such influence quantities are, for instance, energy, angle of incidence, dose or dose rate and radiation type,
usually under a variety of environmental conditions.

© 1SO 2009 - All rights reserved 7
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NOTE 2
and intended

A type test is normally performed on a prototype or on an instrument taken at random from a production batch

to be typical of the type. A type test will normally be carried out by National or Secondary Standard

Laboratories, which may make the information available to the instrument user.

3.48
type test
(of a source)

NOTE 1
irradiation.

NOTE 2

test intended to determine the characteristics of a particular type or model of a production source

This type test involves extensive testing for a number of conditions that can have a bearing on the result of an

A type test is normally performed on a prototype or on a source taken at random from a production batch and

intended to beg
which may m3

3.49

water equiv
property of
specified ran

3.50

water-equiv
material that|
range of radi

3.51
water phant

water-equivalent phantom

object made
properties ag

typical of the type. A type test will normally be carried out by National or Secondary Standard Laborafories,
ke the information available to the source user.

lence

material that approximates the radiation attenuation and scattering properties of water |for a
pe of radiation energies
hlent material

absorbs and scatters a specified radiation quality to the sameldegree as water for a spegified
htion energies
pm

from water or a water-equivalent material having essentially the same radiation intergction

liquid water with respect to the dosimetric proceédure under consideration

4 Beta radiation sources and source data

4.1 Ophthalmic and dural brachytherapy sources
Brachytherayp
radon seeds
emit alpha

development
and thus a
experience

y has been used since the-beginning of the 20th century when applications using radiunmp and
in skin applicators were performed. Besides beta radiation, these natural radioactive solrces
ind gamma radiation=—A typical indication is the control of the formation of keloids| The
of artificial, less radiotoxic radioactive sources allowed an increase in the activity concentfation
reduction in treatment time, and an improvement in radiation protection as well. With the
of ophthalmié-"brachytherapy using cobalt-60 (60Co) applicators, beta radiation |from
strontium-90]yttrium-90-(99Sr + 90Y) planar and later curved applicators also started being used in the 1950s
for the treatment of_lesions of the eye, such as pterygia. Often referred to as “plaques”, in this Internafional
Standard, they arereferred to as “applicators” or “radioactive ophthalmic brachytherapy sources”.

radiotherapy  for uveal retinoblas

In the 1980s, Py melanoma, oma,
hemangioma) [4]. [31. [6], [7], [8]. [9] was found to offer a therapeutic alternative to enucleation, being at least
equally effective in controlling tumour growth and at the same time eye- and vision-sparing. For such
ophthalmic treatments, a number of different beta emitters, and also photon sources, were used in the past,
e.g., strontium-90/yttrium-90 (20Sr+90Y), ruthenium-106/rhodium-106 (196Ru+106Rh), cobalt-60 (6Co), iridium-
192 (192Ir), gold-198 (198Au) and radium-226 (226Ra). Presently '96Ru + 196Rh ophthalmic brachytherapy
sources are widely used, especially in Europe, and remain commercially available. Also 90Sr + 90Y ophthalmic
brachytherapy sources are applied for a few cases [10], although they are currently not being manufactured.

eye malionancies (e.q
7 ~J \ ~J

For completeness, we mention that in the US, custom-made ophthalmic brachytherapy sources employing
iodine-125 (1251) or palladium-103 (193Pd) are mainly used. Also, eye applicators which combine iodine-125
and ruthenium-106/rhodium-106 have recently been introduced into the clinical routine at Essen University
Hospital [11]. Clinical dosimetry of this applicator and photon sources are both beyond the scope of this
International Standard.
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Very recently, thin yttrium-90 (90Y) foil applicators have been used to treat spinal dura after tumour removal to
control microscopic residual disease [12].

4.2

Intravascular brachytherapy sources

In intravascular brachytherapy (IVB), the vessel section injured by the interventional process of widening is
treated with either beta or photon radiation [13]. [141. [13] |n the coronary artery tree, the injured section lengths
are usually on the order of 2 cm to 4 cm in arteries with diameters of 2 mm to 4 mm. It is also necessary to
treat longer or more complex target volumes (long lesions up to 9 cm, multifocal lesions or bifurcations) in
coronaries and in large peripheral vessels (tens of centimetres). This requires line sources with a very narrow
diameter, less than 1 mm, able to fit through a brachytherapy catheter. Typical arrangements include

encapsulated line sources mounted on the end of wires that can be Used to Insert and remove.
and from the treatment volume. Line sources may also be realized from linear arrays of “seeds;”

deliv
sourd
adeq
targe|

Othe

and their dosimetry is beyond the scope of this International Standard. For.Completeness, they i

and

further details on these sources are given in this International Standard.

4.3

Table
differ

red to the target site either manually or automatically. Radionuclides that have been ug
es include 32P, 90Sr + 90y and 90Y. The physical length of these sources varies(3 cm
Liately cover the target volume. Stepping short wire sources (0,5 cm to 2 cm) ‘@re’ used tg
f volumes.

sources have been applied to the restenosis problem, however they were for the most g

86Re radioactive liquid, 133Xe gas-filled balloons, 32P-coated ballbons and radioactive s

Characteristics of radionuclides

1 shows a compilation of half-lives (with uncertainties), and maximum and average ens
bnt beta radiation sources most commonly used for<clinical applications [16],

Table 1 — Properties of radionuclides in the most commonly used
clinical:beta radiation sources

e sources to
wvhich can be
ed for these
to 6cm) to
treat longer

art unsealed
hclude 188Re
tents [14; no

rgies for the

Beta emitter Half life Emax Eavg Major photon rpdiation with
d MeV MeV percentage per decay

90gy 10 523422 0,546 0,195 8 none
90y 2,667.40,008 2,280 1 0,9336 none
32p 14,263 + 0,003 1,710 5 0,694 9 none
106Ru 373,59 + 0,15 0,039 4 0,010 none

106Rh (3,449 + 0,009) E-4 3,5410 1,410 0,512 MeV (20 %)

0,622 MeV (10 %)

1,0 MeV (1,6 %)

1,13 MeV|(0,4 %)

1,55 MeV (0,2 %)

4.4 Source specification

4.41 General

The manufacturer of brachytherapy sources shall provide the following information:

— reference data set (RDS) of the given source type, and

— calibration data (CD) of the specific source.

©I1SO

2009 — All rights reserved


https://standardsiso.com/api/?name=c889eaa5cd46c716b324be7551071189

ISO 21439:2009(E)

NOTE

ISO 2919 [175] and IAEA No. TS-R-1[17]) and the “Instructions for use”.

Appropriate documents containing the required data include the source certificate (SC) (as given in

The manufacturer is liable for his products according to legal requirements. Thus, the reference data set and
the calibration data shall contain all data on which treatment planning at the required level is based. The
measurement information required in the calibration data is important also for the clinical user who is required
to make an independent verification of the source properties.

See Annex B for examples of data sheets.

4.4.2 Reference data set

4.4.21 GLneral

The RDS shall contain at least

4.4.2.2

An RDS spe

44.23

An RDS spe

10

the manpfacturer's name, and address;

the radionuclide, half life and maximum beta energy of the nuclide, and_major photon rad
compongnts and energies;

a staten

source type identification, nominal dose rate and nominal contained\activity;

design df the source, including dimensions and composition (both radioactive core and encapsulation).

the acti
cutouts

typical vV
starting

typical t
one plar
through
the refer

Reéference data set for area sources

Reéference data set for line sources

ent of radionuclide purity;

cifically for area (ophthalmic concave or planar) sources shall contain at least

e and physical diameters, window-thickness and material, radius of curvature, dimensio
e.g. see Annex B: product data sheet);

alues of the relative axial dose rate (depth dose distribution) with a resolution of at least
Closer than 1 mm from thé applicator surface to the bremsstrahlung background;

vo-dimensional distribution of the relative dose rate with a resolution of at least 10 % (in at
e including the séurce axis and, in the case of asymmetric sources, in a second orthogonal
the cutout), as,well as in at least one plane perpendicular to the source axis preferably th
ence point.

ation

ns of

I mm

least
blane
ough

cifically for line (intravascular seed arrays, wire or balloon) sources shall contain at least

the seed number (if applicable), nominal inactive and active source length and diameter, number and
position of markers on active and dummy sources, design and dimensions of the catheter and relevant
tolerances;

typical values of the relative radial dose rate as a function of the distance from the source axis with a
resolution of at least 0,1 mm from 0,5 mm to the bremsstrahlung background, including values at about
50 %, 75 %, and 125 % of the range of the beta radiation;

typical values of the relative longitudinal dose rate, along a line parallel to the source axis through P,;

support for three-dimensional dosimetry for intravascular sources (optional) (see 5.4).
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4.4.3 Calibration data

4431 General

Calibration data (CD) shall contain at least the reference dose rate at the calibration date/time with uncertainty
(expanded with £ = 2), with the method of determination and with a statement on the traceability to a primary
standard.

4.4.3.2 Calibration data for area sources

Calibration data specifically for area (ophthalmic concave or planar) sources shall contain at least

bulated values of the absorbed dose rate to water (relative or absolute) as a function\of ¢
e applicator surface along the source axis, with a resolution of at least 1 mm, starting clos
om the applicator surface and extending to the bremsstrahlung background, with‘uncertain
vith k£ = 2) and method of determination;

ncertainty (expanded with £=2) and method of determination, and-yalues of derived

rmlelative dose rate distribution at 1,0 mm distance from the surface normalized to the value at
niformity (see 5.7.3) and source asymmetry (see 5.7.4);

lative dose rate distribution in planes perpendicular to the™source axis (to allow com
easurements in the clinic; see 11.1.6) (optional);

gource data to support three-dimensional dose distribution calculation (optional).

4.4.3|3 Calibration data for line sources

Calibration data specifically for line (intravascular seed arrays, wire or balloon) sources shall cont

5

5.1

lative radial dose rate distribution (measured on a line vertical to the source axis thro
solutions of at least 0,5 mm);

flelative longitudinal dose rate distribution (measured at a line parallel to the source axis throu
gtatement on active source-ength;
alue of source non-uniformity (see 5.7.3);

gtatement on equatorial anisotropy (see 5.7.5).

Dosecalculation parameters and formalisms

istance from
pr than 1 mm
ly (expanded

the axis with
source non-

parison with

hin at least

igh Pos with

gh Pref);

General

In 5.2 to 5.7 are introduced the relevant radiation-field parameters and formalisms for expressing dose
distributions about beta radiation sources. In this International Standard, discussion is limited to four source
geometries: point, line, planar and concave.
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5.2 Parameters of the radiation field

5.21 General

It is often convenient to parameterize the radiation field rather than to express the absorbed dose rate as a
function of position around the source. An obvious first step in this parameterization is to use the absorbed
dose rate at the reference point, and then use a relative value of the absorbed dose rate at other points.
These relative values do not change with time (as does the absorbed dose rate for radionuclide sources) and
presumably are the same from source to source for the same radionuclide and source construction.

5.2.2 Reference absorbed dose to water

The choice df the reference distance for the reference absorbed dose (rate) to water is based on the'geometry
of the sourcgs used, the characteristic of the near-field dose distribution of the applied beta nuclides and the
distance of clinical interest. Therefore, the reference point for planar beta radiation sources is located 1 mm} from
the source siirface and for concave sources, 2 mm from the source surface, both on a line passing through the
centre of the pource area. The choice of 2 mm for the reference point distance for concave applicators, rathef than
the 1 mm re¢gommended by the ICRU Report 72 [18] is justified by the difficult source geometry, which makes
measuremenys at the closer distance a problem. For beta radiation point and line sources, the reference pgint is

located at a fistance of 2 mm measured from the source centre, and for line sources’it is perpendicular {o the
source axis [18l. [19], [20], [21],[22], [23]

The absorbefd dose rate at the reference point, P, defined as the reference absorbed dose rate to water, is
denoted by Dg(7y), where 7, is the location of the reference point. The absorbed dose rate at any arfjitrary
location, 7, about the source is then given by Equation (5):

D(F) = o (7o )R(F) ©®)

where R(7) is the relative absorbed dose rate function.

5.2.3 Dose€ distribution coordinate systems

The choice gf coordinate system in which to express 7 is usually guided by the source geometry. For point-
like sources) it is convenient to use spherical coordinates, 7(r,6,¢); however for planar, concave and line
sources, a ¢ylindrical coordinate system, 7(p,z,¢) , is better adapted, especially if the source exhibits
symmetry arpund the source axis( In’this case, the absorbed dose rate varies only in the radial dirgction
(“away” from|the axis of a line seurce or the central axis of an area source) and in the axial direction (“algng” a
line source, jor away from the-surface of an area source). Equation (5) then reduces to the form given in
Equation (6):

D(p,z) 3 D(pg29IR(p.2) (6)

where p and z-are the radial and axial coordinates, respectively, and (p,, z;) are the coordinates gf the
reference pofnt—The function R(p,z), Wwhen given im a tabutar format, {5 commonty kKmown as an_away and
along” table. Figure 1 illustrates the three coordinate systems used. It is important to note the opposite
meanings of away and along for the line source versus the area source geometries. The reference
coordinates in the recommended systems for the various beta radiation source geometries are shown in
Table 2.

12 © 1SO 2009 — All rights reserved


https://standardsiso.com/api/?name=c889eaa5cd46c716b324be7551071189

ISO 21439:2009(E)

Figure 1 — Cylindrical coordinate systems for beta radiation source'geometries

Table 2 — Reference points, P, for beta radiation"sources

P z
Source geometry
mm mm
Line source 2 0
Planar source 0 1
Concave source 0 2

The formalisms discussed assume cylindrically_symmetric sources. For cylindrically non-symmegtric sources
(e.g. jnotched applicators), it is necessary that the formalisms be extended to include the depenglence on the
azimuthal angle, ¢. For such sources, thesZ:axis should be specified by the manufacturer.

5.3 | Radial dose profile
In spherical coordinates for a syrmmetric point like source, Equation (5) reduces to the form of Equation (7):
D(r) = DoR(r) (7)

wherg R(r) is known-as the radial dose profile and is analogous to the central-axis depth doge function in
radiofherapy withtbeam sources.

For line sources, it is possible to define a similar function, which corresponds to the z =0 column of an “away
and gleng™ table. In this case, Equation (7) takes the form of Equation (8):

D(p,z) = DoR(p)H(p,z) (8)

where H(p,z) is the off axis dose function, normalized to unity for z =z5 = 0. The derivation of Equations (9)
and (10) should be obvious:

R(p) = D(p,z0)! Dy ©)

and

H(p,z)= D(p,z)| D(p,z¢) (10)
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Because of the very high dose-rate gradients close to seed and line sources, a different approach is used for
field parameterization of these sources (see 5.4).

For area sources, this is expressed in the form of Equation (11):

D(p,z) = DoR(z)H(p,z) (11)
where

H(p,z) is the off-axis dose function, normalized to unity for p = py = 0;

R(z)=INpo,2)! Do (12)

H(p.z) ¥ D(p,2)] D(pg.z). (13)
5.4 Normalization of relative-dose data for seed sources
5.41 Gengdral
The protocol|recommended by the AAPM TG 60 Report [22] for the calculation of the three dimensional|dose
distributions ground beta radiation sources used in intravascular brachytherapy is based on the older TG-43
protocol [24], [developed to apply only to photon-emitting sources like seeds used for interstitial brachythdrapy.
Therefore, the formalism has been expressed in spherical coordinates;assuming symmetry about the spurce
axis. The dositions are represented in the remaining two coordinates, » and 6. Figure 2 shows a
representatign of this coordinate system. Using this formalism,the absorbed dose rate, D(r,0), is givén by
Equation (14):

. . G(r,0
D(r,6)4 Dolr0,00) — 9. g(r)- F(r.0) (14)
G(rg,6p)

This approa¢h is chosen for field parameterization rather than the “away and along” table approach| [see
Equation (8)] because use of the geometry function removes much of the high cell-to-cell variation ih the
“away and alpng” tables, making interpolations more accurate, as described in 5.4.2 t0 5.4.4.
5.4.2 Geometry function, G(r,6)
The geometny function accounts)for the variation of dose due to an idealized activity distribution of the squrce.
It should be pmphasized that it is only a convenient construct, meant to make the interpolations of the |other
parameters more accurate. by removing the inverse square dependence of the dose rate distribution| The
value of the J;neometry function is calculated under the line source approximation as given in Equation (15):

G(r0) 422 (15)

Lesin(0)

where

L is alength, usually taken as the active source length;

B is the angle subtended by the source length, L, at the point (r, 8).

Referring to Figure 2, it can be seen that = 6, - 6,. The geometry function is meant to represent the
absorbed dose distribution in the absence of scattering and absorption for a line source of length, L.

14

© ISO 2009 — All rights re;

served


https://standardsiso.com/api/?name=c889eaa5cd46c716b324be7551071189

ISO 21439:2009(E)

5.4.3 The radial dose function, g(r)

The radial dose function represents the variation of the absorbed dose rate along the perpendicular bisector of
the source, and includes the effects of absorption and scatter in water. It can be calculated from the radial
dose profile, D(r,6y), using Equation (16):

_ D(r,65) G(rp,6)

=3 (16)
D(l’o,eo) G(r,90)

g(r)

The first quotient is simply the radial dose profile, R(r), expressed in polar coordinates.

The fadial dose function can be given in the form of a polynomial function, which is evaluated’dt the desired
radia| distance, r. This function is unity for .

A

p(r.0)

|
|
|
|
|
|
|
|
|
|
| r
p (rody iF

20

A
 J

Figure 2 — TG-43 protocol coordinate system

5.4.4 The anisotropy function, F(r,0)

The anisotropy function represents the variation of the absorbed dose rate around the source in the @ direction
and includes the effects of absorption and scatter in water. It can be calculated from the off-axis dose profile,
appropriately converted to polar coordinates using Equation (17):

D(r,6) _ G(r,6y)

Fr6)="5. b,) G(r.6)

(17)
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Again, the first quotient is simply the off-axis dose function, H{(r,6), normalized to unity at §,. The anisotropy
function is given in tabular format, where it is possible to interpolate the radial distance and the angle to obtain
the value of the function at the desired coordinates.

5.5 Adaptation of the TG-43/60 formalism for a long beta radiation line source

5.5.1 General

The application of the TG-43/60 formalism breaks down in the case of a long beta line source or an entire
source arrangement consisting of several seeds [26]. [27] As already introduced in 5.4, the AAPM TG 43/TG 60
formalism should be used for single-seed sources or small segments of a wire source. One solution to the
breakdown problem is to use the results of calculations for small segments of line sources. Oneydf the
motivations for calculating only small segments is the possibility of modelling dose distributions-from| non-
uniform sourges, as well as to study the effect of changes in source length. Furthermore, using ar2;5' mm wire
segment, thdre are no problems with a breakdown in the AAPM TG 43 formalism [25]. In addition; it is pogsible
to make doge-profile calculations for a curved source, as can also be done with the seed-based soyrces,
using the T(-43/60 formalism. This is a very powerful argument for not changing the formalism, but father
using data for a shorter wire segment to model the dose distribution for a longer source.

5.5.2 Introgluction of cylindrical coordinates and new terminology for functions

Schaart, et 4., [26] have proposed an adaptation of the formalism that appedrs to work well for intravagcular
line sources|but that preserves the essential advantages of the AAPM TG 43/TG 60 approach. The new
formalism is |conceptually similar to the AAPM TG 43/TG 60 formalism.\However, the parameters of thg new
formalism arg redefined to avoid the singularity problem described abeve. Furthermore, the new formalism is
defined in cylindrical coordinates, which better match the source-target geometry. This has the advantage that
an evenly spaced matrix of data points within the region of*interest is easily obtained using equidjstant
intervals alorjg the axes.

In the cylindrical coordinate formalism, the dose-rate distribution about a beta radiation line source in water is
expressed ag given in Equation (18):
- - G(pvz)
D(p,z)=|Dg - —————-g(p)- F(p,z) (18)
%" G(po.z0)

Here, D, dgnotes the source strength that is defined as the absorbed dose rate in water at the refefence
point, i.e. at| pg=2 mm and zy=0~Similar to the older TG-43 formalism, a geometry function is uspd to
suppress the¢ influence of the inverse square law on the other parameters. The general definition gf the
geometry fumction has been given in 5.4.2. Since the dose rate along a long, uniform beta radiatio* line

source is unfform and independent of source length except near the ends of the source, it is appropriate to
use the geometry function for an infinite line source, as originally proposed by Schaart, et al.[26l. In this
approximation, the geemetry function reduces to the form of Equation (19):

G(p.2) 4 Gl ZE - (19)
0

The transverse dose function, g(p), which is normalized to unity at the reference point, is defined as given in
Equation (20):

_ G(po,z0) D(p,zg) 20
s(p) G(p.z9) D(pg.zg) -

The transverse dose function plays a role similar to that of the radial dose function in that it characterizes the
dose-rate distribution along the transverse bisector of the source. However, the transverse dose function is a
function of the cylindrical radial distance, p, instead of the spherical distance, r. Therefore, if the above
geometry function is used, g(p) characterizes the entire dose distribution about a uniform beta line source,
except in the dose fall-off regions near the ends of the source.
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The non-uniformity function, F(p, z), which is normalized to unity on the transverse axis, is defined as given in
Equation (21):

G(F,ZO) D(p!z)

. 21
G(r,z) D(p,zo) @

F(p,z)=

If the geometry function in Equation (19) is used, the first term on the right-hand side vanishes so that the non-
uniformity function completely describes the axial variation of the dose rate in terms of the ratio of the dose
rate at a point and the dose rate on the transverse axis at the same radial distance. Thus, this function
accounts not only for the dose fall-off near the source ends, but also for any dose-rate non-uniformity that can

resul

from variations in. for example. the activity distribution or the encapsulation thickness along

the length of

the s

5.6

Refe
treatr
perfo
nece
in the

At th
sourd
sourd

For t
data

burce.

Reference data sets

ence values of relative dose-rate data are used both for simple manual,caiCulation as

well as for

hent-planning software. While they can be obtained by comparisons and)averages of independently

rmed theoretical modeling calculations, for values obtained from measusements of real
5sary that high accuracy and reproducibility be achieved in order to avgid)unacceptably high
resulting data. This issue should be assessed whenever reference-source data are present

b present time, there are no published tabulations of reference-data sets for ophthalmic b
es. However, some representative data for a planar 90Sr4’99Y source and a concave
e, taken from ICRU Report 72 [18], are given in Annex A.

o beta radiation intravascular brachytherapy sources] reference data have been publishe
are shown in Annex A for 90Sr + 90Y seed sources and for 32P wire sources. In addition, ca

sources, it is
uncertainties
Bd.

rachytherapy
P6Ru + 106RN

d [27]. These
Iculated data

are aJso given in Annex A for 32P wire segments that.can be used to build up an arbitrarily long squrce.
Also,
r2G(n
law d

as an aid to the calculation of G(r,0), a sample table is given for a 2,5 mm source. Note tha
0) is tabulated. This is an interesting ‘quantity since it indicates any deviations from the in
ue to the line source approximation.

k the quantity
berse square

5.7 | Parameters for source uniformity characterization

5.7.1 General
e radioactive
al tolerances
racterize this
se limits can

Real |radiation sources“are characterized by a less than perfectly uniform distribution of th
matefial within the spuree volume. Additionally, the influences of encapsulation and its mechanio
are njore important for beta radiation than for photon sources. For this reason, parameters to ch3
non-uniform distribution are required to set limits on acceptable non-uniformities. Moreover, the
represent boundary criteria for the use of nominal dose-rate values.

5.7.2| /Average reference absorbed dose rate to water for a line source

With the assumption of a uniform dose-rate distribution, the concept of reference absorbed dose rate, while
defined at a point, can be extended to the useful length of a beta radiation source. And vice versa, the
average absorbed dose rate of a beta radiation line source can be defined by the average of the absorbed
dose rates at a distance of 2 mm from the source axis over the active length source minus a margin at each
end of the source [28]. For 32P sources, this margin shall be taken as 2,5 mm, while for 90Sr + 90Y sources, the
margin shall be taken as 3,0 mm. To distinguish this averaged quantity from the reference absorbed dose rate,
Dy, the symbol D, is used.
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5.7.3 Source non-uniformity

For area sources that have rotational symmetry, source non-uniformity at a given distance from the source
surface is expressed as the percentage value of the maximum deviation of absorbed dose rate from the
absorbed dose rate on the source axis (p = 0) within a radius given by 0,8 Rg,, where Rg is the radius of the
50 % isodose contour. Mathematically, the source non-uniformity, Ug, expressed as a percentage, is given by

Equation (22) [28l:

(‘Dmin - Dp=0" ‘Dmax _Dp:O‘)

Ug =max x100 (22)
Dp_g
Central to this definition is the concept of field centre, the algorithm for the determination of which is~gi{en in
detail in ICRYU Report 72 [181,
Uniformity measurements for area sources should be performed at a distance of 2 mm or less from the spurce
surface in water-equivalent material. In practice, such a measurement parallel to, or on 'the surface|of, a
concave applicator is quite difficult to perform. Practical guidance in performing these measurements is given
in11.1.6.
For line sourgces, a similar concept is used, except that the deviation is determined and expressed relat|ve to
the average pbsorbed dose rate and the values compared restricted to those within the active source Iength
less the maigins given in 5.2.2. Thus, line source uniformity, U, expressed as a percentage, is given by
Equation (231) (28]:
(|Dmin _Dave|’ |Dmax _Dave|)
UL =max - x100 (23)
Dave
5.7.4 Sourfe asymmetry for rotationally symmetric-area sources
Another useful parameter for characterizing sourcé uniformity is the source asymmetry, Uyg, expressed as a
percentage, fis given by Equation (24) [28]:
D “ Dy
Uas :max{ max (P) m'”(p)}xmo (24)
Daye (,0)
where Dy (p) is the average-of-values around the circle defined by radius, p, at measurement depth, 4. The
distance fronp the source surface should be the same as used for the determination of non-uniformity.
5.7.5 Equatorial anisotropy for line sources
Analogous t@ source asymmetry, this parameter describes the variation in uniformity as measured at a|fixed
value of p, |nCa plane perpendicular to the source axis passing through the source centre (z=0).|Uga,
expressed as-apereentageis-givenby-Equation{25):
D ,0) = Dpnin (0,0
Uga =max max (,0 ) min (,0 ) %100 (25)

18

Dave (p,O)
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6 Calibration and traceability

6.1 Measurand

The measurand absorbed dose to water, which is the clinically relevant quantity and is now being used in
external beam dosimetry worldwide, shall also be employed to calibrate beta radiation brachytherapy sources.
It is the most relevant quantity biologically and should be used in radiotherapy in general. Primary and
secondary standards for realizing and disseminating the unit “gray” shall be designed for this measurand.

6.2 Traceability

To emsure that dose measurements performed by different users with different dosimeters aréepmparable, it

is ngcessary that the instruments used be properly calibrated with the stated uncertainty,
meagurements at the user's sites be traceable to a primary standard. This can be done,eithgr by a direct

calib
trans

ation of the user's instruments against the primary standard or in a two- or multiple-ste
ferring the unit “gray” to secondary and transfer standards. It is necessaryto recogni:

nd that the

process by
re that each

additfonal transfer step increases the uncertainty of the measurement at the clinical site.

6.3 | Reference point

brence point,
entral axis of

phthalmic beta radiation sources, it is necessary that calibratiahs be performed at the ref
bf z=1 mm for planar sources ['8] and z = 2 mm for concave sources, as measured on the ©
pburce (see 5.2.2 and 5.2.3).

For g
Pref’
the s

prmed at the
the source

ntravascular brachytherapy beta radiation sources, it is, necessary that calibrations be perf
P, Of 2mm measured from .the~ source centre perpendicular to

8], [19], [20], [21], [22].

For i
refergnce point,

axis |

6.4 | Primary standards

For b
the p

eta radiation fields, the extrapolation.chamber is used as the primary standard. A detailed gescription of
rocedure for absorbed dose to water)by means of extrapolation chambers is given in Annex C

.

6.5 | Secondary standards
Forb
natio
chara
for tH
seco

eta radiation, a secondary standard can be either a dosimetric system of proper accuracy calibrated by a
hal laboratory or a-suitably calibrated radioactive beta radiation source whose radigtion field is
cterized by measurements performed at the national laboratory. The secondary standard [can be used
e calibrationof transfer standards or the user's dosimetry system. An example of a beta radiation
ndary standard is described in detail in Clause C.7.

6.6 | Transfer standards

Trangfer’standards or devices are used to transfer the unit of the measurement quantity from thd well defined
reference conditions of a primary or secondary standard to the conditions of a dose measurement in practice,
where the actual values of the influence quantities can significantly differ from the reference conditions during
calibration of the transfer standard. Thus, it is necessary to know the performance of the standard with respect
to the relevant influence quantities, so that variations in the response of the instrument due to variations of
influence quantities can be accounted for by correction factors. This requires a detailed investigation of such a
transfer standard, which, for example, may be performed by a type test. Examples of dosimetry systems used
as transfer devices are described in Clause D.1.
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6.7 Calibration of therapeutic beta radiation sources

6.7.1 General

A measurement geometry as close to the clinical situation as possible shall be selected for the reference
absorbed dose rate calibration. Thus, the measurement of the reference absorbed dose rate with a calibrated
detector should be carried out in a water phantom whenever possible.

It is recommended that the calibration of therapeutic beta radiation sources be based on a dose-measuring
system traceable to a national or international standard. An example of such a system is a 90Sr + 90y
secondary standard and a certified scintillation dose ratemeter.

6.7.2 Calibration of ophthalmic beta radiation sources

The calibratipn of an ophthalmic beta radiation source should be performed with a system, ‘ealibrated|by a
national metrology institute or traceable to a primary standard, or with a measuring system that'is calibrajed in
terms of abgorbed dose to water relative to such a certified system by means of a 20Sr + 90Y secopdary
standard. It i anticipated that 106Ru + 196Rh may also be available as a secondary standard in the future. As
an alternative, one may use other well characterized radiation fields, such as a 69Cg.thérapy beam or therapy
electron bea spectra, whose dose rates at the depth of measurement are determined with instrumenfation
traceable to @ primary standard [29]. Care should be taken to ensure that the systém responds the same fo the
calibration b¢ams as to the beta radiation source. It is necessary to stress that such procedures can regult in
an increased uncertainty because of the uncertainty in the energy and beam-quality dependence of detector
response.

From the prgctical point of view, it is convenient to perform a calibration procedure by determining a complete
depth dose fistribution of the beta radiation source. Thus, thecomparison of the measured curve With a
standard defth dose distribution allows one to identify systematic deviations immediately.

A major reqyirement for any detector used for calibratiens is that the dimensions of the sensitive volumie are
sufficiently gmall to allow one to neglect the varjations in dose deposition within the sensitive vglume
(see 7.2.1). Although the dose gradient near a beta;radiation applicator source follows an almost expongntial
fall off in the[radial direction away from the soudrce surface, usually the dose distribution is nearly constant in
the two othef dimensions. Thus the detector need only to be thin in one dimension, and the integration gffect
of the deteqtor in the other dimensionsw.Gan be neglected or taken into account by a simple unfglding
procedure.

6.7.3 Calibration of intravascularbeta radiation sources

For intravagcular brachytherapy beta radiation sources, calibration should be done by usi
recommenddd [19] systent.¢alibrated by a national metrology institute or traceable to a primary standafd, or
with a measpring system that is calibrated in terms of absorbed dose to water relative to such a ceftified
system. For feference.distances for dose specification, see Table 2. For intravascular brachytherapy soyrces,
the referenc¢ distance is 2 mm from the source centre (p=2 mm, z = 0 mm). Calibrations are perfor ed in
terms of ab

measurement at a radlal dlstance P measured from the mrddle of the source axis to the centre of the

ref
detector.

7 Dose measurements in-phantom and measurement corrections

7.1 Measurements in water or a water-equivalent phantom

It is useful to define three different types of measurements, corresponding to the three components of the
complete three-dimensional representation of the radiation field:

a) absolute dose rate at the reference location;
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b) relative dose rate along the perpendicular bisector;

c) relative dose rate at points off the perpendicular bisector.

When considering line sources, it should be noted that all the formalisms so far assume that the radiation field
is symmetric around the source axis. To verify this assumption, it is prudent to assess this assumption of
uniformity by a fourth class of measurements: relative dose rate around the source axis at the reference
distance (or some suitable substitute).

Absorbed dose to tissue is prescribed, but measurements can be made only in materials that approximate the

scattenng and absorpt|on propertles of tlssue Tissue equwalence describes the degree to which the material

matc
photg
cons

ns) and stopplng powers (for beta radlatlon) over the energy range of interest,-.'Sj
derable variation in tissue composition and density in the human body, water is commonly
refergnce medium for performing the measurements. The use directly in water poses proble

deted
not 4
deted
phan
limits
betw
secti

tors, and it is necessary that they be enclosed in some sort of waterproof covering;-which m
e water-equivalent for the radiation type and energy range being measuredxAlso, accy
tor positioning is more difficult in a water phantom. For this reason, recourse is often
oms made from water-equivalent plastic. Such phantoms offer very reproducible position
achievable by precision machining. Accuracy of positioning is governed by how well t
ben source and detector can be measured. Some commonly used. plastics are discusse
n.

i

efficients (for

nce there is
used as the
ms for some
ight or might
rate source-
ade to solid
g, within the
he distances
1 in the next

Because of the difficult characteristics of near-field dosimetry, it<is Well worth the effort for the fesearcher to

take [great care in the design and setup of source-detector.eombinations. For precise posi
phanioms are preferred, although the use of solid water ‘analogues comes at the price

ioning, solid
pf increased

unceftainty because of the differences in radiation absarption and scattering between the solid
watel. Precise machining is important, particularly for beta radiation measurements because of

medium and
e possibility

of befa radiation streaming in any air gaps, which results in loss of absorbed dose at the measufement point.
Charge build-up can also be an issue for the higher-dose rate beta radiation sources, so fhe use of a

condpcting material can be a consideration. When catheters are used instead of bare sources, t
urce within the catheter should be taken into account. In cases when this positioning
ucible, as in the case of loose seeds injected hydraulically, multiple irradiations should

the source is loaded doeS:-hot change position when a source is inserted. It is help

e position of
might not be
e performed
rformed in a
catheter into
ful to use a

cathgtometer for performing precise measurements between the source and the measurement plane. For

meagurements of concave_-ophthalmic brachytherapy sources, again, water is the preferred
recoyrse can also be made-to solid phantoms of water-equivalent material of spherical shape t

medium, but
p conform to

the @pplicator. These~phantoms can be cut to accept dosimeters (see, for example, Reference [29]).
Appropriate water-equivalent materials for phantom construction are discussed in Clause D.2.

7.2 | Detectors for beta radiation

7.2.1| Near-field dosimetry

Dosimetric measurements in close proximity to beta radiation brachytherapy sources are very difficult to
perform. These extremely inhomogeneous dose distributions with a steep slope over several orders of
magnitude of dose within a few millimeters require the measurement of absorbed dose within very small
volumes. Thus, in order not to disturb the physical situation being measured, it is necessary that the dosimetry
detector be as tiny and as water-equivalent as possible [31]. Although for central axis depth dose
measurements for planar and concave beta radiation applicators where the lateral-dose gradient is not large,
very thin and flat detectors can be used. Dose measurements close (less than 5 mm) to an ophthalmic
brachytherapy source and intravascular sources require the use of detectors providing spatial resolutions on
the order of 0,1 mm to 1,0 mm for all dimensions. Such small dimensions require great sensitivity (for active
devices) or can involve long irradiation times (for passive devices). In addition, it is necessary that the detector
probe-packaging material, especially the front cover, be very thin to achieve precise depth dose or off-axis
dose measurements, and should be water-equivalent as well. Further requirements are accuracy in absolute
dose measurement (capable of being calibrated), precision and linearity of response over several orders of
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magnitude of dose (rate). The spatial variation of the dose distributions inside the detector volume is usually
not negligible. The effective point of measurement of the absorbed dose (or dose rate) depends on the
distance to the source and the detector orientation as well. It is necessary that possible energy dependence or
anisotropy of response be taken into account. Thus, it is necessary that the effective reference point of dose
measurement in the vicinity of a brachytherapy source be determined and considered for each detector, for
each type of radiation field, for each position inside the field and probably for each orientation of the detector

probe (see 7.

7.2.2 Poss

4).

ible detectors for calibration of beta radiation sources

The requirements of 7.2.1 allow only the smallest volume plastic scintillator systems, radiochromic films, and

appropriately
ionization (in
dosimeters,

(TLD's) may

7.3 Conveérsion of absorbed dose in solid phantoms to absorbed dose to water

Absorbed da

smalf sificon diodes of Toutine use for source calibration. Other detectors, such as smali-v
cluding extrapolation) chambers, MOSFET detectors, liquid ion chambers, alanine films
small-volume diamonds and, for some applications, ultra-thin thermoluminescent.'dosin
also be used, but are not recommended for routine measurements (see Annex D),

made from |

(PMMA) (seq 7.1). The depth dose distribution in such a solid phantom is generally different from that in
therefore requiring a correction. Monte Carlo calculations, in which the phantem medium is replaced by
can be used [for such corrections. Another possibility is to correct through,scaling.

Traditionally,| beta radiation measurements made in low-atomic-number media other than water were s
by expressing depths and distances in terms of areal density, that,is, mass per unit area (see, for exa

Reference [

proposed that the depth-dose distributions of plane and point-like beta radiation sources in different

media are ve

this so-calleql scaling method has been used for a variety of applications and the results in low-Z 1

appear to b
applicability
Schaart [34],

The similarity
At beta radi
electronic (0
approximate
number and
Z; so if the ti
deeply (in te
continuous s

Bethe’s equation thatthe variation of, S, /p, with Z is nearly independent of its variation with energy.

result, the ra
at all energi

se measurements of therapeutic beta radiation sources are often performed in solid phar
w-atomic-number materials such as A-150 plastic, WT1, polystyrene or polymethylmethac

]). A more accurate scaling method has been proposed by Cross [32] in the late 1960s.

ry similar and can be related to one another via a scaling factor based on distance. Since
e accurate to within 2% to 3 % for. the types of sources just mentioned [33]. Recently
of the scaling method has been .extended to line sources with zero or finite diamet

between beta radiation depth=dose distributions in different media can be understood as fo
ation energies, the mass stopping power, S/¢, of low-Z media is dominated by the
r collisional) stopping~power S /& . According to the well-known Bethe formula, Sg

\/ the molar mass_of the medium [33]: [35]. The electron density tends to decrease with incre
ansport of electrons were determined only by S;/p , one would expect them to penetrate
ms of areal.dénsity) into higher-Z materials. This is, for example, reflected in the increase
owing dewn'range, Rxgpa, (in units of mass per area) with increasing Z. It can also be seen

io of the stopping powers experienced by an electron in two different materials is nearly the

lume

, gel
eters

toms
rylate
vater,
vater,

caled
mple,
Cross
ow-Z
then,
nedia
, the
br by

lows.
mass

£ is

y proportional to theZelectron density, NoZ/M , where N, is Avogadro’s number, Z is the atomic

psing
more
f the
from
As a
Same

bS~One can, therefore, expect that the dose distributions in different media are related

by a

scaling facto

based on distance equal to this ratio.

it is necessary that the influence of electron scattering be taken into account as well, however. As follows from
the expression by Mott, the single-scattering cross-section per nucleus is approximately proportional to 72 [33],
Since the scattering events are statistically independent, one may argue that the mean-square angle of
deflection per unit areal density due to nuclear scattering, also called the mass scattering power, is
proportional to NAZZ/M [33], [35], This phenomenon tends to increase the mean path length (and therefore
the energy loss) per unit areal density with increasing Z.
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The net result appears to be a decrease of the average depth of penetration (in units of mass per area) with
increasing Z[361. [37]. More importantly, Mott's equation shows that the relative angular distribution of the
scattering probability is nearly the same for all low-Z elements. The same is therefore true for materials
composed of multiple low-Z elements. It then follows that the scattering probability per unit energy loss of such

materials is approximately proportional to an effective atomic number defined by Equation (26) [321:

wher

N;is

Furth
the v

ener

Cros
facto
empi

divid
vary

avera
Equa

Scali
estim

distri

suffig

wate

dose

wher

>N, z?

i

zNiZi
i

Z:

(26)

Y%

he relative number of nuclei of charge Z,.

ermore, it follows from Mott’s and Bethe’s equations that this variation with Znis’nearly in
ariation with electron energy. Thus, by approximation, the ratio of the scattering probabi
gy loss of different low-Z materials is independent of angle and remains constant with electro
5, therefore, proposed that the dose distributions in different media canbe related by a dis
r, equal to the product of the stopping power ratio and some function'of Z [32]. This functio
fically by deriving scaling factors relative to water from experiméntal or calculated dose dist
hg these by the appropriate mass stopping power relative toywater, S/S, . Since stopping
somewhat with energy, the ratio of the ranges of 500 keV*electrons, R, /R, is usually
ge mass stopping power relative to water. It appears that the results can then
tion (27) [33:

) = (0,777+0,037 56 Z—0,000 6622)Si

w

jependent of
ties per unit
h energy.

ance scaling
h is obtained
ributions and
power ratios
aken as the
be fitted by

(27)

ng factors obtained from Equation (27). are given in Table D.2 for several different m

ient degree of symmetry. For an (effectively) infinite, planar beta radiation source, the dose

distribution, D(x), in a different low-Z medium as given in Equation (28) [32]. [33]:

g

—X
w

P(x) =1 Dy (1 )

Y%

7 isithe scaling factor, or relative attenuation, of the medium relative to water;

dia 33, The

ated standard uncertainty in these values is 1,5 %. These scaling factors can be used to s¢ale the dose
putions between different, homogehous low-Z media, provided that the source geomgtry shows a

istribution in

as a function of the distanee;x (expressed in units of length), to the source can be calculated from the

(28)

is the density of the medium;

&y is the density of the water.

It is noted that the same relationship holds for broad, parallel beta-particle beams incident on a slab of
material. In this case, the variable, x, is the depth of penetration, expressed in units of length, into the material

(see,

e.g., ISO 6980-2 for a detailed example).

For a point source, the scaling relationship is given in Equation (29) [32], [33]:

2
D) =1 Dy (n2-1) (29)
gw w
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were r is the distance to the point source, expressed in units of length. For the more general case of a source
with spherical symmetry and finite diameter, it has been shown that Equation (39) holds [341:

2 D(r)=1-Trs + 02 (r— 1 )2 W(r3+nf ) (30)

Sw

where r4 is the outer radius of the source, expressed in units of length.

For a line source having a diameter of zero and a length larger than twice the range of the beta particles, the
depth-dose distributions in different media are related as given in Equation (31) [34l:

2= Dy(n2-p) 31

G "G

D(p)=1,

where p is the radial distance to the longitudinal source axis, expressed in units of length)For the [more
general casqg of a cylindrically symmetric source with a finite diameter and a length exceeding twice the |beta-
particle rangé, Equation (32) holds [34l:

<
Sw

(0 Ps)l- Du(ps +11-2-1p - ps)) (32)

p-Dp)EN-lps+n z

where p is the outer radius of the source, expressed in units of length.

7.4 Effecfive point of measurement in the detector

A detector wjth a finite volume yields a reading proportional testhe absorbed dose averaged over the vq@lume
of the detector.

For water-equivalent detectors, the average absorbeddose, D,,,, over a detector with a volume, V,, is given

. avge
by Equation {29):
1 -
Davg =1— I Dy, (7)dV (33)
det Vet
where
dav is an infinitesimalvolume at point 7 within the detector volume;

D,,(¥) |is the absorbed dose at that point.

The effectivg point/of measurement, P, is the point in water with the same absorbed dose as the avgrage
absorbed doge-over the detector, i.e. D, (Pegr) = Dayg

An equivalent way of defining the effective point of measurement is to calculate the average electron fluence,
D pvg,Det, Within the detector volume and define Py as the point in the undisturbed medium with the same
electron fluence as @pq pet- IN this case, the electron fluence includes the beta particles emitted from the
source and electrons liberated by bremsstrahlung.

The effective point of measurement for a particular source/detector geometry can be assessed with reference
dosimetry data. Generally, if the detector is reasonably thin (less than 1 mm in the dimension of the highest
dose gradient), differences between the effective point of measurement and the centre of the detector
sensitive volume are minimal. Recent investigations [99] at the Technische Bundesanstalt (PTB) with plastic
scintillator detectors showed that, due to the shift of the effective point of measurement regarding the
reference point of the detector, it is necessary to expect a maximum systematic deviation of 1 % or 2,5 % in
the case of dosimetry of eye applicators or line sources, respectively [38]. The results are based on the
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assumptions that the diameter and length of the detector is on the order of 1 mm, the reference point is the
middle of the detector, and that the calibration is done in a radiation field from a planar source at a depth of
2 mm in water-equivalent material (for example, by means of the PTB primary standard for planar sources).

8 Theoretical modelling

8.1 Point-dose kernels

Theoretical modelllng |s mcreasmgly belng used to supplement measurements and type tests. One convenient
method t radioactive
e in a unit density (water) med|um Such a source produces a spherlcally symmetrlc radlatlc n field which
flunction of a single spatial variable, r, the distance to the point source. As first given-by Lpevinger and
Bermjan [38], the absorbed dose distribution for a beta radiation point source, when expressed in terms of
fractipn of the emitted energy that is absorbed per unit mass of the medium, is known as’the poinf-dose kernel,
and i§ given by Equation (34):

P(r) = QK g Eqyg®Pg (1) (34)

wher

W

D is the source activity, expressed in disintegrations per setond,;
K, is a conversion factor, equal to 1,602 x 1010 Gy-g/MeV;

8 is the number of beta particles emitted per disintegration;

Kavg is the average energy of the beta radiation/spectrum;

Z'JB is the beta point kernel.

The beta point kernel is given by Equation(35):

Emax

05(1)= [ (Eo/Eavg)Splko)®(r, Eo)dEq (35)
0

wherg

SB(EO) is the beta radiation spectrum with end point energy equal to E,,5,;

p(r,Eqy)<18 the point kernel for the monoenergetic source of energy E.

Monqénergetic point kernels are either measured 401 [41] or calculated [42]. [43], [44], [45], [46] \ith |a knowledge
of the monoenergetic point kernels, one can calculate the dose distribution produced in a medium from an
extended source by an integration of the point dose kernels over the source volume (see, for example,
Reference [47]). This approach is valid only for the unit density medium (water) in which the monoenergetic
point kernel has been calculated, and it is necessary to resort to approximations when considering non-water
media. The validity of these approximations can be tested by a comparison with Monte Carlo approximations,
as shown in a recent work [48l. In general, point-dose kernel calculations produce reasonable results for seed
and line brachytherapy sources, but poor results for planar and concave sources, due to the greater amount of
non-water media for the latter. Point-dose kernel calculations have the distinct advantage over Monte Carlo
calculations in speed of calculation, thus making them attractive for real-time dosimetry calculations. Some
examples of such calculations for intravascular brachytherapy sources are given by Seltzer 471,
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8.2 Monte Carlo simulation

8.21 General

The Monte Carlo method is based on the idea that if all materials and dimensions of a dosimetric problem are
known and all the probabilities of the various possible radiation interactions are known, then particles can be
tracked and scored as they are transported from the source through the geometry of the problem. A random-
number generator is used to sample the starting coordinates, direction and energy of a particle and,
subsequently, all parameters needed to model the various interactions and secondary radiations as the
particle is being tracked. Obviously, the more “histories” (source particles) that are tracked, the more accurate
are the resulting calculations. A review of the Monte Carlo method with emphasis on therapeutic beta radiation
dose calculafions has recently been published /1. Several other reviews and discussions of the Monie [Carlo
method can be found in the literature [33]. [48]. [49], [50], [51], [52], [53], [54],

With the ad
attractive for
dimensional
high spatial

ent of faster and faster computers, Monte Carlo calculations are becoming mere”and jmore
determining dose distributions for brachytherapy sources. Using Monte Carlo cdlculations, three-
dose distributions can be calculated in complex geometries involving multiple.materials and with
resolution. The latter advantage is particularly important in the case, of beta radjation

brachytherag
surprising th
clinical beta
[72], [73], [74]. [

Several gen
sources, are
beta radiatio

Although a Vv
obtained easg

y sources that can exhibit very large dose-rate gradients near the solrce. It is, therefor

ht many authors have recently used this technique for the calculationnof/dose distributions
radiation sources [25]. [48], [55], [56], [57], [58], [59], [60], [61], [62], [63], [641::(65], [66], [67.], [68], [69], [7(

(5]

pral-purpose Monte Carlo codes, which have proven useful for calculations on beta rad
available today. A brief review of the most commonly used Monte Carlo codes used in ¢
n dosimetry is provided in Clause E.1.

ariety of well-validated codes are currently available, this does not mean that correct resulf
ily. This can be illustrated, for example, by a recent study on ophthalmic beta radiation sour

which large
simulations

discrepancies were reported between the results obtained with different codes and bet

and experiments [48]. Similar discrepancieS were observed for an IVB source in another r

, hot

hbout
1 [71],

ation
inical

s are
es in
ween
bcent

dose
S [63]
5 and
shed
very

study [991. A§ another example, discrepancies oflup to 30 % have been reported between the
distributions falculated about an 90Sr + 90Y intravascular beta radiation source with three different code
On the otherl hand, many studies have been published that show good agreement between simulation
experiments fand between results obtained with different Monte Carlo codes. A recent meta-study of publ
dose measufements and simulations omintravascular sources provides interesting examples of both
good agreement and significant discrepancies [271.

Differences Ibetween the results(ebtained with different codes can arise from differences between the
data (problem geometry, sourCeyemission spectrum, etc.) and from intrinsic differences between the rad
transport algprithms and cross-section libraries. Many codes use a condensed-history approach to sin
the transport|of electrons, see Clause E.4 for more details. In this case, the results can additionally be afff
by artefacts farising from'the limitations of the multiple-scattering algorithms used by the code. Well k
examples arg boundary-crossing and step-size artefacts, see Clause E.4. Thus, to avoid systematic err
is important for theUser of any Monte Carlo code to understand these limitations.

input
ation
ulate
bcted
nhown
Drs, it

Monte Carlodose Monte
Carlo dose calculatlon yields the dose rate per unit contamed activity, experimental ver|f|cat|on can be
achieved by comparison with a dose measurement on a source whose contained activity has been measured.

8.2.2 Reporting Monte Carlo dose calculations

Monte Carlo dose calculations should be reported in such a way that sufficient information is provided for
others active in the field to be able to reproduce the work performed. In practice, this requires a detailed
description of the problem itself, the code used and all relevant transport parameters. For the specific case of
Monte Carlo (beta radiation) dose calculations, the following list provides an overview of various aspects that
should be covered in sufficient detail. It is noted, however, that this list might not be exhaustive and that,
depending on the problem and the code used, it can be necessary to include additional items to provide a
complete description of the work performed:
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name and version of code used, platform on which the code is run, and any relevant installation options;

particle types and interactions included in the simulation; for example, a “coupled electron-photon
simulation” means that both electrons and photons are being transported, and that photons produced by
electrons, and electrons produced by photons, are taken into account in the simulation;

specifications of the physics models (transport algorithms) that have been used for all types of particles
simulated (only applicable if the code used offers multiple options);

overview of the interaction processes that are taken into account in the simulation; in some codes, all
interaction processes are switched off by default, which means that |t is necessary that the user be
y Il interaction

rocesses are switched on by default, and the user has the option to SWItCh off (irrelevant)|processes in

q

rder to decrease calculation times; in both cases, it is important to specify completely\whic
Used,;

in the case of a condensed-history simulation of electron (or any other charged particle) {
alues of all multiple-scattering parameters that can be set by the user; many codes requir
et a number of parameters that control the multiple-scattering algorithms; examples are pa
etermine or limit the step size and/or the fractional energy loss per electron step, that contrg

q
g
mong different options for sub-modules of the transport algorithm, that specify whether to
}oundary-crossing algorithm, etc.; such parameters can have. a significant influence on th
nd it is, therefore, very important to describe which settings_have been used, even if thos

alues, this should be clearly stated;

pecification of the cross-section libraries used for all'types of particle simulated; the radiatic
ata form a crucial part of the input for any simulation and, therefore, the data used shod
pecified;

P77

¢omplete description of the problem geometry, including all relevant dimensions and, prefera
a diagram;

settings are

ransport, the
e the user to
ameters that
| the number

f substeps per step, that allow the user to choose among different electron transport @lgorithms or

ise a special
e end result,
e are default

n interaction
Id be clearly

bly, including

lemental composition (i.e., the relative amount of each chemical element present in a
g
llquid) vs. non-condensed _(gas) and the conduction state (conductor or non-conductor), p
are of importance for calculating electron stopping powers;

geometry and diménsions of the model used for the source and, for all types of particles
g¢nergy spectrumvand the angular distribution; in the case of a radioactive source, the sourc
¢orrespond to-those of the radioactive volume and the angular distribution of the emitted
ipotropic;fmanufacturers are encouraged to make this information available to researchers
alid results of modeling can be obtained;

aterial), the

ass density and any other relevant properties of all materials used in the simulation; depgnding on the
ode used, other relevant material properties can include the physical state, e.g. condengsed (solid or

operties that

emitted, the
b dimensions
radiation are
so that more

description of the methods used to score the dose (or any other quantity of interest), includin|

g a complete

description of the scoring geometry (this is typically a grid of scoring voxels in dose calculatio

cut-off energy (i.e.,

ns);

the energy below which particles of a given type are stopped, depositing their

remaining energy on the spot) for all types of particles used in the problem; in some codes, cut-off
energies can be set for individual materials or geometric regions; if this is the case, a complete
description should be given; some codes employ range cuts rather then cut-off energies, in which case, a
complete description of all range cuts used in the problem should be provided;

any other cut-offs used in the problem; some codes allow the user to specify additional cuts, such as a
cut for the particle importance or for the time-of-flight of a particle;
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maximum energy for all types of particles used in the problem, if applicable; some codes allow the user to

specify maximum energies in order to avoid the unnecessary calculation of transport data beyond the
energy range of interest during the initiation phase of the run;

complete description of all variance-reduction techniques used; examples include source biasing, biasing

of secondary particle production (e.g. bremsstrahlung), Russian roulette and particle splitting, forced
collisions, etc.; clearly, since excessive use of variance-reduction methods can distort the end result of a
simulation, it is very important to provide a complete and thorough description of all variance-reduction
techniques that have been applied;

comparison to measurements (if they exist), at least by reference;

relevant
provide
compon

associatLd uncertainties for all results; as discussed in 9.6, an accurate and complete assessment

components of uncertainty is generally not limited to the standard deviation that-most ¢
together with the calculated mean of the quantity of interest, but can include many
bnts of uncertainty that, in general, it can be necessary to quantify via type B evaluation me

of all
odes
other
hods

(see ISO Guide 98-3).
9 Uncertainties in source calibrations
9.1 General
To make mdasurements comparable, it is necessary to state the quality of a measurement in terms ¢f the
uncertainty df measurement. ISO Guide 98-3 (GUM) introduces a unifying method for evaluating and sjating
measuremer]t uncertainties. This method has been accepted by all calibration services in the world angl has

become a standard in the field of metrology.

The determi
measuremer]

9.2 Uncel
Primary stan

Germany, ar
7,5%to 119

9.3 Uncer
In beta radis

laboratory. T
laboratory.

9.4 Uncer

nation of uncertainties of absolute calibration)»absolute dose measurements and relative
ts should be performed according to the ISO Guide 98-3 procedure.

tainty of primary standards

Hards for absorbed dose rate from' beta radiation brachytherapy sources are maintained in th

d the Netherlands (see Anfiex C). Quoted expanded uncertainties!) (k= 2) are in the ran
, 1771, [78], [79], [80],

tainty of secondary standards

tion dosimetry,~secondary standards usually take the form of sources calibrated by a pr|
hus, the uncertainty in these standards corresponds to the value assigned by the pr

tainty of transfer standards

dose

e US,
ge of

mary
mary

9.41

General

Transfer standards are calibrated against either primary or secondary standards and, as such, they have the
associated uncertainties of these standards. To this it is necessary to add the uncertainties due to the
calibration process, which include reading reproducibility, material effects (phantom and detector), volume
averaging, positioning and, in the case of secondary standard sources, source non-uniformity. It is necessary
that all these effects be considered in the determination of the overall uncertainty of an absolute clinical
dosimetry measurement.

1)

The expanded uncertainty is obtained by multiplying the combined standard uncertainty by a coverage factor, %.
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Radiochromic film

The relative combined standard uncertainty of the results of radiochromic film used for relative measurements
can extend from 4 % to 7 % (k= 1) [18]. [29], [55]. [81] This is a best-case estimate and users are cautioned to
determine the uniformity of a sample of each lot prior to use. For absolute measurements, it is necessary to
take the combined standard uncertainty of the absolute calibration procedure into account (see D.1.1).

9.4.3

Plastic scintillation detector

The relative combined standard uncertainty of plastic scintillation detectors for relative measurements can
extend from 3 % to 6 % (k=1)[82].[83]. For absolute measurements, it is necessary to take the combined

stand

9.4.4

ard uncertainty or the absolute calibration procedure Into account (see D.1.2).

Thermoluminescence dosimeter (TLD)

The nelative combined standard uncertainty of TLD detectors for relative measurements can ext¢nd from 3 %

to 5
the a

9.4.5

The
conc
them

calibfation procedure into account (see D.1.4).

9.4.6

The
averg
cham
subje
over
extre
calcu
unifo

9.5

For t
meas
valug
unce
gradi

o (k=1)[84]. For absolute measurements, it is necessary to take the combifed standard |
bsolute calibration procedure into account (see D.1.3).

Diode detector

elative combined standard uncertainty of diode detectors for-rélative measurements of !
hve applicators is quoted as 4,5 % [85]. This value is comparable to the other methods given
for absolute measurements, it is necessary to take the coambined standard uncertainty of

Well ionization chamber

vell ionization chamber (WIC) is a special-type of transfer device, yielding a quantity r
ge reference absorbed dose rate. Thelrelative combined standard uncertainty of w
bers for relative measurements of reference absorbed dose for IVB sources is about 2 % tg
ct to the caveat that the measured-reference absorbed dose rate is characteristic of an a
the source length, and hence its ‘\relationship to reference absorbed dose rate at the sou
mely dependent on the source_uniformity (see 5.7.3). For absolute measurements, it is

mity (see D.1.5).

Relationship of.dosimetry uncertainty to positional error

he examples given above, it can be seen that combined expanded uncertainties for clinig
urements of;beta radiation brachytherapy sources are in the range of 10 % to 20 %. This

tainty, given by the gradient of the relative depth-dose distribution [8]. At a 2 mm depth in
ents_ range from about 20 %/mm for 196Ru + 196Rh concave sources to about 90 %/mm f

seed

ncertainty of

P6Ru + 106RN
and, as with
the absolute

blated to the
eIl ionization
3 9% [21], [86]
verage value
rce centre is
hecessary to

late the combined standard-uncertainty of the absolute calibration procedure and the eff¢ct of source

al dosimetry
rather large

can beooked at in the light of the relationship between the dosimetry uncertainty and the positional

water, these
pr 905y + 90y

trains. Using these values, it is seen that the 10 % to 20 % uncertainties correspond

to positional

uncertainties of less than T mm, usually much smaller than the positional errors associated with source
placement during therapy.

9.6

Unce

©1S0

Uncertainty in theoretical modeling

rtainty in theoretical modeling is considered in detail in Clause E.3.
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10 Treatment planning and reporting

10.1 General

Prescribing, recording and reporting is the key for later evaluation and for obtaining a better understanding of
radiotherapy. It is necessary to clearly describe a minimal set of relevant parameters to prescribe the dose to
specified dose reference points in the specified target volume and to structures at risk, as well as to record
and report the doses delivered [13. It is necessary that these parameters be specific, well determined and
uniformly documented. In beta radiation brachytherapy, very steep distributions of dose are applied with a
drop of dose of several orders of magnitude within a few millimeters. Thus, it is not sufficient to report just one

dose value.

10.2 Gene

The most co
dose distribu
together with

10.3 Documentation in ophthalmic brachytherapy

It is necess3

post-placemént in order to account for the actual source placement.

For one-dimgnsional treatment planning, the plan report should include the depth-dose profile on the ¢

axis of the ¢
centre of the
disk, macula

For two-dimg
dimensional
superimpose
to the critical
as dose voly
standard poi

10.4 Uncel

The clinical
surrounding
the tumour d
the positioni
evaluated pg
issues by ap

al aspects of treatment planning

tion around the source. Factors and functions are mainly applied in treatment|planning sys
various imaging modalities. Detailed aspects of treatment planning are considered in Annex

ry that planning be done pre-placement, and it is sometimes<necessary to make adjustn

ource, dose to the prescription point, the tumour apex if different from prescription point
tumour base (inner sclera-uvea), and other relevantceritical structures (e. g. optic nerve and
retina, lens and cornea).

nsional treatment planning, the plan report should include all the information required with
plans plus 2D dose distributions in planes-that include the central axis of the tumour/appl
d on two-dimensional images of the tumeur (for example an ultrasound B-scan), as well as ¢
structures. Three-dimensional plans:¢an include isodose distributions in selected planes a
me histograms for the tumour and-critical structures, in addition to the dose information f¢
nts of interest.

tainty of the dose delivered in ophthalmic brachytherapy

butcome strongly depends on precise dose delivery to the target volume, while sparing he
issues. Issues thatvitiate this situation include dosimetric uncertainties, uncertainty in meas
mensions (like.determination of the apical height using ultrasound) and uncertainties arising

st irradiation by visual examination of the irradiated eye. Close attention should be paid to
blicater users.

mplete treatment planning for brachytherapy requires a full three-dimensional description ¢f the

tems
F.

nents

entral
, the
optic

one-
cator
oses
5 well
r the

althy
uring
from

g of the applicator, both laterally and radially (poor contact with the eye). Positioning can be

hese

As an exam

ple_of the impact of positioning errors, Table 3 gives predicted changes in delivered dose

for a

typical applicator applied to an idealized tumour with an apex height of 5 mm, a basal diameter of 15,6 mm
and a chord length of 17,3 mm.

30
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Table 3 — Typical dose errors associated with positional errors

Relative dose change at the inner sclera
Relative dose change
o,
Applicator shift at the apex %o
% Central point Tumour rim
of the tumour

1 mm -32 -22 -41
radial

2 mm -56 -39 -61

1 mm =1 0 29 to —44
lateral

2mm -2 0 43 to ~12

Documentation in intravascular brachytherapy

General

on and extending the AAPM TG 60 recommendations [22,.123] and taking into

account the

recornmendations from the DGMP-Report 16, [19 and from the GEG-ESTRO EVA-Recommendgations [20], a

set of relevant parameters is defined describing the spatial and temporal distributions of the ak
delivgred to target structures or potential structures at risk (e'g. the vasa vasorum), indepe
irradiption technique or source used, and under conditions which are closely related to the clinid
which can easily be determined.

10.5.2 Target volume

sorbed dose
hdent of the
al ones, and

Ther¢ are still ongoing discussions concerning different cells as possible targets for vascular radigtion therapy.

Although the endothelial cells in the intima have’ been considered first, the proliferating smooth
and/qr the myofibroblasts have been held résponsible by the majority of investigators for initiati
thickgning and/or restenosis and, thus, eften the media and/or adventitia are assumed to be the t

to 10 mm for coronaries ‘and more than 10 mm to 15 mm for peripherals) to avoid edge re
under-dosage in a-padrt of the injured section of the vessel.

Until
the €
(incly

an overall consensus can be reached to determine target cells and mechanisms of vascular
ntire vessel,wall containing plaque/intima, media and adventitia in the injured section ¢

Table 4 — Target volume in intravascular brachytherapy

muscle cells
g neointimal
rget layers.

nterventional
ficiently wide

ijludinal safety margins, according to the anatomical topographical and physiological uncertainties (at least

currence due

radiotherapy,
f the vessel

ding sufficiently long safety margins) should be considered to form the target volume; see Table 4.

Site of injured artery Position and length

Vessel wall Plaque/intima, media, and adventitia

Clinical target volume (CTV) Whole vessel wall in injured section of artery

Planning target volume (PTV) CTV plus sufficiently wide safety margins

Safety margins e.g. >5 mm to 10 mm for coronary arteries,

>10 mm to 15 mm for peripheral arteries

Structure at risk (potential) Endothelium of vasa vasorum
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Intravascular ultrasound, IVUS, is the ideal tool to visualize the individual vessel wall architecture
quantitatively, to guide vascular brachytherapy and to yield the spatial information on target structures and
potential structures at risk immediately prior to vascular brachytherapy in real time and under irradiation
treatment conditions as seen from the assumed position of the source [86]. Thus, for clinical trials and routine
treatments to be reported, IVUS is strongly recommended.

10.5.3 Reporting the spatial distribution of dose delivered

For all kinds of vascular brachytherapy, the dose should be prescribed in terms of absorbed dose to water at a
system related to a reference point, P, to enable better comparison. For coronary application, P is a point
at a radial reference distance of p=2 mm from the centre of the source while p=5 mm is recommended for
intra-peripheratiappiications, See Table 5. AlSo, it 1S necessary 1o state the corresponding radfal deptitjdose
distributions n water, taking into account typical diameters of employment of a centring balloon filled_With a

contrast agept (e.g. CO,), of a balloon filled with radioactivity (e.g. 133Xe) or containing radioagtivity [in its
balloon wall|or of a radioactive stent. These typical diameters can be 2,0 mm and 3,0 mm:fot corpnary
applications,|or 6,0 mm and 8,0 mm for peripheral vessels.

Table 5 — Reporting the spatial distribution of dose

Clinjical application Coronary arteries Peripheral vessels

Dos¢ Absorbed dose to water, €xpressed in gray

R

quantity and unit

eference dose Dosecat ;¢

5 mm in water
(radial distance from source cen|

2 mm in water
(radial distance from source center)

Reference ppint: P, (system related)

er)

Dose at 1 mm tissue depth Dose at 2 mm tissue depth

Reported dose (target related)

D .., D

Dose-volume histogram, or dose triplet: D max

distribution of dose
ial) target volumes

Relativd
in (par

mean’ ~min’

hus,
Hose-

jy-based evaluation of clinical results, it is necessary to report a target-tissue-related dose.
it is necessary that the dose distributions delivered to the target structures be reported preferably as
volume histdgrams (DVH). As an alterpative, the mean dose (Dp,c5,) and the dose variation (D, 4
should be stated. To allow more detailed-evaluation, the DVH or the dose triplet should be specified, bo
the whole taIget volume and for partialtarget structures, such as plaque/intima, media and adventitia. In
to determine| D, it is necessary-that the borders of target structures be defined clearly or a certain

For the biolo

Dmax)

th for
order
radial

distance be gpecified.

At the least, [t is necessary/to state a dose value relative to the target tissue. For better evaluation, the dgse at
1 mm tissue |[depth sheuld be stated as representative for the whole coronary artery vessel wall and at 2 mm
for peripherals. If na-centring balloon or stenting is applied, the mean dose could be stated delivered at [ mm
tissue depth within\the whole target volume (or 2 mm, respectively).

10.5.4 Reportingthetemporatdistributiomrofdosedetivered

It is necessary to describe the temporal distribution of dose, e.g. by stating the absorbed dose rate at the

specification

32

point, the irradiation time and, if necessary, the number of fractions (see Table 6).
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Table 6 — Reporting the temporal distribution of dose
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Clinical application Temporary

Permanent implants
(radioactive stents)

Dose rate quantity, unit

Absorbed dose rate to water in gray per min

Reference point: P

at radial distance of 2 mm (coronary arteries)

ref
5 mm (peripheral arteries)

Dose:

biologically relevant

f

Dose at P Dose at P

hysically relevant integrated over 28'da

integrated over e.q. 48 h

'S

Dosq rate Dose rate at P, Maximum dose rate-at P J;
Irradfation time: Time, including interruptions, Time for delivering 90 % ¢f dose or
L total time 3Ty

Rhiologically relevant

physically relevant
For temporal intravascular radiotherapy with catheter-based systems,the irradiation time should include the
time pf interruptions, e.g. to overcome ischemia. For permanent implants, the irradiation time cgn be defined
as the irradiation time for a certain amount of dose. AAPM TG"60 1221 had recommended accymulating the

abso
to be

10.5.

The

the ir
struc

10.6

Unce
deten
the p
posit

very
with

11

11.1

1.1

bed dose over a physically relevant period of time of 28 days. A shorter period of time, e.g.
more relevant biologically.

5 Source localization

extremely steep dose fall-off in vascular brachytherapy, the tortuous and pulsating shape ¢
regular vessel wall architecture and the ‘mostly eccentric position of the source in relation
ures cause large dose variations. Thus;the determination of the relevant parameters is a ch

Reporting uncertainties in intravascular brachytherapy

mination of the reference-tumen diameter (RLD) [20] using angiography], and uncertainties
psitioning of the source;/both along and across the vessel. The use of a centring catheter
onal uncertainty within the lumen. Due to the very high dose gradients, evaluated uncerta
arge (> 100 %); however, the treatment dosage window seems to be large enough to allov
mo detriment to’ettcome.

Clinical quality control

48 h, seems

f the vessel,
to the target
allenge.

rtainties include dosimetric/ uncertainties, uncertainty in measuring the vessel dimensions [like

arising from
blleviates the
nties can be
/ such errors

Acceptance tests

.1 General

The acceptance test shall be carried out by the user during the initial delivery for each source to demonstrate
that it conforms with the specifications stated by the manufacturer in the calibration certificate. Results of
absolute measurements shall be traceable to a national standard.
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ptance level

Agreement within the uncertainties (k= 1) is the basis for intercomparison of all dosimetric quantities on which
an acceptance test is performed. This assumes a careful analysis of all type A and B uncertainties by both the
user and the manufacturer before an acceptance level for the given quantity can be stated explicitly.
Reasonable assessments of uncertainty are expected, in the range of the examples given in 9.4, and in no
case are to exceed £20 % (k= 1).

11.1.3 Recommended equipment

11.1.3.1

In 7.2 and A
dosimetric m
calibrated ra
TLDs and, fq
radiochromig

11.1.3.2 Sq
Recommend
Detector

Foram
should n

General

nnex D, dosimetry detectors and systems are briefly described. Those that are suitablé fq
easurements of beta radiation from brachytherapy sources are calibrated plastic seintill
Hiochromic film, plus an appropriate phantom and scanning device, calibrated diades, calib
r line sources only, calibrated well chambers in combination with uniformity measurementg
film and a densitometer.

intillator systems
ations concerning scintillator systems include the following.
(active scintillator volume) should not exceed 1 mm in any diménsion.

bnofiber system without compensation of background light(Cerenkov effect), the backgrounc
ot exceed 10 % of the scintillator light.

11.1.3.3 Radiochromic film

Recommend
Use film
If a dod
transmig
any way
11.1.3.4 Di
Recommend
Detector

An unde
with the

ptions concerning radiochromic film includé-the following.
as specified in AAPM TG55 [81] and'the latest recommendations by the manufacturer.
ument scanner is used for.aMilm readout for absolute dosimetry, it should be used i

sion mode, have at least 12 bit per colour image depth and it should not alter the image d
It is necessary that the analysis software properly handle information in TIFF file format.

jodes
ations concerhing diode measurements include the following.
(active_wolume) should not exceed 1 mm in any dimension.

rstanding of the energy and angular response and change in response with time and po

r the
btors,
rated

with

light

N the
hta in

5sibly

ccumulated dose is impnrfgnf

11.1.3.5 TLDs

Recommend

34

ations concerning TLD measurements include the following.

Detector volume should not exceed 1 mm in any dimension.

An understanding of the energy and angular response is important.

© 1SO 2009 — All rights reserved


https://standardsiso.com/api/?name=c889eaa5cd46c716b324be7551071189

ISO 21439:2009(E)

11.1.3.6 Phantoms

Recommendations concerning phantoms include the following.

specified in Clause D.2, and preferably should be supplied by the source manufacturer.

11.1.3.7 Well ionization chambers

If a solid phantom is used, it should be precisely machined (< 0,1 mm air spaces) of one of the materials

If water is used, the detector positioning should be accurate and reproducible to better than 0,1 mm.

Reco

f

{

For &

mmendations concerning well ionization chambers (only for IVB) include the following.
'he chamber should be designed to measure mainly the beta radiation.

Use an appropriate insert. Note the necessity that the insert and chamber be calibrated as a

$et the correct length on insert, such that the centre of the line source or-sotrce train is at

sweet” length (position range of maximum response of the chamber)When this is done,
por many chambers is proportional to the length of the source.

Use a chamber with a sufficiently long “sweet” length relative to-thie source length.
Use an appropriately calibrated electrometer or measuring:assembly.

full description of the use of well ionization chambersfor source calibration see Reference [

11.1.4 Verification of the reference absorbed dose rate to water

Using
field

simp
such
pract
data)
meas

one of the detector systems recommended above that has been calibrated in an adeqJ
representative of the source being measured, the reference dose rate shall be determined
lest way to accomplish this is to usera.device fixing the source and the selected detector in

a way that the required geometry.and reference distance are reproducibly achieved. It

cal to carry out measurements, along the source axis (which are required anyway to chec
and make an interpolation-to-the reference point. In this way, the calculation of the effe
urement with all density corrections for the phantom material of the detector itself and withir

probé can be done without restrictions on the design of the setup.

bair.

the centre of
he response

B4].

ate radiation
directly. The
A phantom in
can be more
K the relative
ctive point of
the detector

imtravascular brachytherapy sources, direct measurement of the reference absorbed dose ra

e to water is

ionization chamber are not approprlate and either the source should be exchanged or the reference absorbed

dose

rate should be verified by a direct measurement.

11.1.5 Verification of the relative depth dose

It is recommended to measure a complete set of depth dose distribution(s) using one of the systems of 11.1.3
either in water or water-equivalent plastic. At least four points between 1 mm and 7 mm should be measured
to specify the shape of the depth-dose curve. One point should be as close to the source surface as possible.
If the data have been measured at coordinates differing from those in the certificate, the comparison should
be based on the appropriate data fit-function.
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11.1.6 Source non-uniformity tests

For ophthalmic beta radiation brachytherapy sources, sufficient measurements parallel to the source surface
at the distance of 1,0 mm should be made for a meaningful determination of source non-uniformity covering
the relevant area defined in 5.7.3. For planar sources, this is most easily done using radiochromic film. For
concave sources, measurements with small strips of thin (single-emulsion) radiochromic film parallel to the
surface imbedded in a 1 mm thick shell, or in several planes perpendicular to the source axis, can be
performed. Indications of non-uniformity can be observed from films irradiated in such planes. For
measurements with scintillators or diodes in water, the effective point of measurement, which depends on
detector orientation with respect to the field gradient, shall be verified. If film is used, measurements should be
averaged over suitable areas to avoid pixel-to-pixel variations in signals causing failure; in no case should the

Id be

averaging bg
no greater th

For intravasg

least five me
As with area

11.1.7 Sour

In the case
source asym

For concave
surface but

over-areas-targerthan—t-mm-diameter—Fhelateral-distance-betweenmeasurements—shoey
an 2 mm.
ular beta radiation brachytherapy sources, the dose (rate) uniformity should be checked

Bsuring points along the linear source at the radial distance of the calibration reference point
sources, this test is most easily performed with radiochromic film.

Ce asymmetry tests

bf planar sources, the same measurements used for uniformity testing may be used to a
metry (see 5.7.4).

sources, it is not necessary that the film measurements e performed parallel to the s
thould be analyzed with regard to the relevant radial distance to the source axis. For no

sources, thefle should be mirror symmetry about the axis through the notch. Because asymmetry is defin

a circle, film

measurements both in a plane or parallel to the sourcesurface may be used.

11.1.8 Equatorial anisotropy tests for line sources

This is most
is fixed and
detector and

examining the variation in signal. It iS-necessary to take care that the distance betwee
source remains constant during this measurement, which can also be performed in air.

11.1.9 Activie source length and active area

This is most|
minimal ima
uniformity tes

easily performed with-autoradiography and can be assessed with a ruler (for line sourcd
je analysis (for planar/area sources). For concave sources, the results of the source
ts may be used forméasurements of active area.

11.1.10 Me¢gchanical source specifications

As well as th
source, such
number of sq

e dosimetric characteristics, the user should also check the stated geometric dimensions
as¢the size and shape (e.g., presence of cutouts) of a concave applicator, or the leng

at at
P

ref

bSEeSS

burce
ched
pd on

pasily checked with a point detector (scintillator or diode) by rotating the source while the detector

n the

s) or
non-

bf the
h (or

eds)of a line source.

11.1.11

Contamination (leakage)

As with any sealed radioactive source, it is necessary that leakage tests ®® ** be performed to verify that the
radioactive source containment is in accordance with local regulations.

11.1.12 Failure of acceptance test

Recommended limiting values for both U}, Upg and Ugp are 20 %. It is expected that with improvements in
manufacturing technology, this value can be lower in the future.

If the acceptance test is failed, the clinical physicist should have a second independent test performed, and if
the result of the measurement is consistent with the initial result, consult the manufacturer to confirm the

36
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stated value. If the discrepancy is not resolved, then a qualified third party (another hospital with experience in
these measurements or an independent calibration laboratory accredited for these calibrations) can be
consulted to check the measurements. In the end, it is the ultimate responsibility of the clinical
physicist/physician to decide whether or not to use the source, and if so, which value is used for therapy.

11.2 Constancy checks

All beta radiation brachytherapy sources shall be tested for removable contamination in accordance with local
regulations.

11.2.1_Ophthalmic brachytherapy sources

Befoe and after each use, ophthalmic brachytherapy sources should be examined for-wear or damage.

Cleaning and sterilization should be carried out according to the recommendations of the
becalise they can damage the source encapsulation %,

11.2.R Intravascular brachytherapy sources

For

checks and compare them with the detailed measurements performed during the initial accepta

the

performed with the equipment calibrated for the initial acceptance test at the calibration refereng

and

at approximately 50 % and 75 % of this range) and one beyond-the range (e.g. at approx. 125 %
purity of the beta radiation emitter.

The fanufacturers are obligated to develop reliable cheek procedures. The user should ensure
of t?-]g results from the measuring procedures by periodical internal control measureme
calibfations shall be integrated in the hospital's QA\system.

For

Itis

of the established Quality Management (QM) system of the user. If deviations are identified, ¢
preantive measures shall be introduced.

subsequent deliveries of intravascular sources of the identical type, thé-user should perforn
reference data set. The tests of the relative depth dose distribution~and the dose rate unifg

3t least three additional measuring points, two of them within_the range of the beta-particle r

these sources, the following tests shall be performed:
¢heck of device functions according_to the manufacturer's recommendations;

efore each application, cheek of the complete source transfer and the safe positioning of
gources in the source guide catheter using dummy sources;

after each treatment©ryin case of suspicion of damage, check for contamination;

very quarter,verification check of the entire measuring procedure with all steps for data @
irocessing, especially with regard to correction, precision, and long-time stability;

rlecessary:that the results of these internal checks be documented and stored according the

manufacturer

consistency
nce test and
rmity can be
e point, P,
pdiation (e.g.
to check the

the reliability
hts. Routine

the radiation

ollection and

requirements
prrective and
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NOTE
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Annex A
(normative)

Reference data

Table A.1 — Relative measured axial depth-dose distributions in water
for a planar 20Sr + 90Y source and for a concave 1%6Ru + 196Rh source

S¢

e Reference [18].
Depth in water Relative measured axial depth

z 90g, 4 90y 106Ry + 196Rh

mm planar source concave source
0 1,752 1,353

0,5 1,342 1,297
1 1 1,212

1,5 0,734 1110

2 0,533 1

2,5 0,383 0,889

3 0,272 0,781

4 0,127 0,587

5 0,052 0,428

6 0,018 0,302

7 — 0,206

10 — 0,053
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Table A.2 — List of values of the radial-dose function, g(7),
for 20Sr + 90Y single-seed sources and 32P wire segments

NOTE See References [25] and [27].

Radial-dose function Transverse-dose
rorp <) funetion
mm 90gy 4+ 90y 32p 32p
2,5 mm seed 2,0 mm segment 20 mm or 27 mm wire

0,5 134 1,199 1,862

1 1,096 1,249 1,634

1,5 1,067 1,164 1,322

2 1 1 1
2,5 0,909 0,802 0,713

3 0,803 0,603 0,480

3,5 0,692 0,424 0,303

4 0,578 0,276 0,177
4,5 0,466 0,166 0,094

5 0,362 0,091 0,045

5,5 0,272 0,046 0,018

6 0,198 0,024 0,006

6,5 0,139 0,015 0,002

7 0,092 0,010 —

8 0,30 — —

9 0,01 — —

© 1SO 2009 — All rights reserved
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Table A.3 — Geometry function, G(r,8), multiplied by 2 for a length, L, of 2,5 mm

Geometry function, multiplied by /2 for a length, L, of 2,5 mm, at various values of 6
G(r,0)
r
%
mm degrees
0 10 20 30 40 50 60 70 80 90

0,5 — 3,430 1,653 1,079 0,807 0,656 0,566 0,513 0,485 0,476

1 — 5,723 2,518 1,595 1,187 0,969 0,843 0,769 0,729 0,717

1,5 3,273 2,620 1,892 1,463 1,207 1,046 0,944 0,880 0,845 0,834

2 1,641 1,576 1,431 1,277 1,147 1,049 0,977 0,930 0,903 0,894

2,5 1,333 1,310 1,251 1,176 1,102 1,039 0,990 0,955 0,934 0,927

3 1,210 1,198 1,165 1,121 1,074 1,030 0,995 0,969 0,953 0,947
4 1,108 1,103 1,088 1,067 1,043 1,019 0,998 0,982 0,973 0,969
5 1,067 1,064 1,055 1,042 1,028 1,013 0,999 0,989 0,982 0,980
7 1,033 1,032 1,028 1,021 1,014 1,007 1,000 0,994 0,991 0,990
10 1,016 1,015 1,013 1,010 1,007 1,003 1,000 0,997 0,995 0,995

Table A.4 — Reference values for the anisotropy function, F(r,6),
for a single 20Sr + 90Y seed with alength, Z, of 2,5 mm

NOTE See Reference [27].

Reference values of the anisotropyfunction for a 9°Sr + 90Y seed at various values of

F(r,0)
-
0

mm degrees
0 5 10 15 20 25 30 35 40 45 50 55 60 70 80 90
0,25 | — — — — — — — — — — — [1,040|1,034|1,018(1,005|| 1
0,5 — — — — — — — — — — — 11,018(1,012| 1,006 | 1,001 1
1 — — — — — 11,098( 1,06 |1,035(1,021]1,012( 1,007 (1,004 |1,001(1,000|1,000{| 1

1,5 /0,832]0,789(0,781'0,745|0,780|0,836|0,879(0,911 (0,934 | 0,951 | 0,964 | 0,974 0,981 (0,992 (0,998 | | 1
2 |0,789]0,77%}0;765 (0,742 (0,743 (0,767 |0,803|0,842|0,878 (0,908 [ 0,932 | 0,952 0,967 | 0,987 | 0,997 | | 1
2,5 10,746]0,745(0,743 (0,744 |0,755|0,774)0,803| 0,835 (0,867 | 0,896 | 0,922 | 0,942 0,959 (0,983 (0,996 | | 1
3 |0,740|0,742]0,748|0,755|0,769 (0,788 0,813 |0,841|0,870|0,896 10,921 0,941 0,958 (0,983 (0,996 | 1
4 |(0,766(0,770|0,775]0,7860,800|0,818|0,839(0,863|0,885|0,908|0,929|0,9470,962|0,984 0,996 | 1
5 |0,793]0,800/0,806|0,816|0,828 (0,844 (0,863 |0,882|0,903|0,922]0,939|0,955|0,968 (0,986 (0,996 | 1
6
7
8

0,829(0,833|0,839|0,845|0,856 (0,871 (0,889(0,905|0,921)0,939|0,9530,965| 0,976 (0,989 (0,998 | 1
0,876 0,882 {0,896 |0,900|0,909 (0,921 (0,933 (0,942 | 0,955| 0,967 | 0,977 | 0,986 | 0,989 | 0,996 | 1,001| 1
0,972|1,006 |0,990|1,001|1,0031,000(1,015(1,019|1,015|1,011| 1,021 (1,016 (1,016|1,011|1,002| 1
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Table A.5 — Reference values for the anisotropy function, 7 (r,9),
for a 32P source segment with a length, Z, of 2,5 mm

NOTE See Reference [25].
Reference values of the anisotropy function for a 32P source
with a length, Z, of 2,5 mm, at various values of ¢
, F(r,0)
mm 0
degrees
10 20 30 40 50 60 70 80 90
( — — — 0,949 0,970 0,985 0,994 0,999 1,000
15 — — 0,872 0,928 0,964 0,984 0,995 1000 1,000
D — 0,719 0,831 0,914 0,957 0,982 0,995 1,000 1,000
25 — 0,714 0,827 0,905 0,959 0,982 0,995 1,001 1,000
B — 0,714 0,824 0,905 0,960 0,985 0,995 1,000 1,000
35 0,619 0,739 0,840 0,915 0,964 0,984 0,998 1,001 1,000
a 0,650 0,764 0,856 0,936 0,975 0,998 1,004 1,004 1,000
45 0,684 0,794 0,888 0,971 1,001 1,017 1,016 1,010 1,000
b 0,722 0,831 0,919 0,985 1,015 1,018 1,015 1,001 1,000
© 1SO 2009 — All rights reserved 41
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Table A.6 — Reference values for the non-uniformity function, F(p,z),
for the 20 mm and 27 mm 32P wire sources

NOTE See Reference [27].

z Reference values for the non-uniformity function
mm F(p,z)
Length of 32Pp p
wire source 2 mm
27 mm|20 mm 0,6 1,0 1,5 2,0 25 3,0 3,5 4,0 45 5,0

+3,5 | +0,0 | 9,982E-01 (1,000E+00(1,001E+00(1,002E+00|1,002E+00| 9,993E-01 | 9,992E-01 | 9,992E-01 |1,000E+00 |4,601E+00

+4,0 | +0,5 | 9,982E-01|1,000E+00({1,001E+00|1,002E+00|1,002E+00|9,977E-01 | 9,992E-01 | 9,996E-01 | 1,000E#Q01,001E+00

+4,5 | +1,0 | 9,988E-01 (1,000E+00(1,001E+00(1,002E+00|1,002E+00( 9,972E-01 |1,001E+00|1,000E+00 | 1,09 +E+00|1,002E+00

+5,0 | +1,5 | 9,988E-01 (1,000E+00(1,001E+00(1,002E+00|1,002E+00| 9,999E-01 | 1,003E+00|1,001E+00)\1,001E+00|1,008E+00

+5,5 | +2,0 | 9,999E-01|1,000E+00({1,001E+00|1,002E+00|1,002E+00|1,002E+00|1,004E+00 (1,002E+0071,002E+00 (1,004E+00

+6,0 | +2,5 |1,000E+00(1,001E+00(1,001E+00(1,002E+00|1,002E+00(1,002E+00|1,004E+00| 1,003E+00 |1,003E+00|1,004E+00

+6,5 | +3,0 |1,001E+00(1,001E+00(1,001E+00(1,002E+00|1,002E+00(1,002E+00|1,003E+00Q7\/;004E+00 |1,003E+00|1,00$E+00

+7,0 | +3,5 |1,002E+00|1,001E+00({1,001E+00|1,002E+00|1,002E+00|1,003E+00|1,008E+00(1,005E+00|1,003E+00(1,001E+00

+7,5 | +4,0 |1,003E+00|1,001E+00(1,001E+00|1,001E+00|1,001E+00|1,005E+00{1,003E+00(1,005E+00|1,002E+00 (1,000E+00

+8,0 | +4,5 |1,003E+00(1,001E+00(1,001E+00(1,001E+00|1,001E+00(1,005E+001,003E+00|1,004E+00|1,001E+00 | 9,99DE-01

+8,5 | +5,0 |1,002E+00(1,001E+00(1,000E+00(1,000E+00|1,000E+00(1,004E+00|1,001E+00|1,001E+001,000E+00 | 9,98fE-01

+9,0 | +5,5 |1,001E+00| 9,998E-01 [ 9,990E-01 | 9,985E-01 | 9,985E-01_[1,001E+00| 9,981E-01 | 9,981E-01 | 9,994E-01 | 9,98pE-01

+9,5 | +6,0 | 9,988E-01 | 9,982E-01 [ 9,969E-01 [ 9,959E-01 | 9,950E+0:1] 9,955E-01 | 9,931E-01 | 9,932E-01 | 9,963E-01 | 9,96pE-01

+10,0 | 6,5 | 9,955E-01 | 9,954E-01|9,931E-01 | 9,909E-01 | 9,886E-01 | 9,872E-01 | 9,846E-01 | 9,846E-01 | 9,891E-01 | 9,89PE-01

+10,5 | £7,0 | 9,905E-01 | 9,907E-01 | 9,865E-01 | 9,812E-0119,769E-01 | 9,733E-01 | 9,691E-01 | 9,692E-01 | 9,733E-01 | 9,73PE-01

+11,0 | 7,5 | 9,840E-01|9,827E-01|9,741E-01 | 9,632E-01 | 9,554E-01 | 9,484E-01 | 9,415E-01 | 9,410E-01 | 9,447E-01 | 9,42pE-01

+11,5| £8,0 | 9,757E-01 | 9,686E-01 | 9,506E-014.9,312E-01 | 9,175E-01 | 9,059E-01 | 8,960E-01 | 8,948E-01 | 8,972E-01 | 8,93PE-01

+12,0 | £8,5 | 9,625E-01 | 9,403E-01 | 9,063E=04-1'8,755E-01 | 8,547E-01 | 8,396E-01 | 8,280E-01 | 8,260E-01 | 8,274E-01 | 8,22BE-01

+12,5| £9,0 | 9,307E-01 | 8,764E-01 | 8,214E-01 | 7,852E-01 | 7,609E-01 | 7,466E-01 | 7,355E-01 | 7,325E-01 | 7,346E-01 | 7,29pE-01

+13,0 | £9,5 | 8,169E-01 | 7,342E-01\6;822E-01 | 6,545E-01 | 6,369E-01 | 6,295E-01 | 6,218E-01 | 6,187E-01 | 6,217E-01 | 6,18pE-01

+13,5 | 10,0 | 4,925E-01 | 4,927E-01| 4,940E-01 | 4,948E-01 | 4,936E-01 | 4,973E-01 | 4,950E-01 | 4,925E-01 | 4,973E-01 | 4,96BE-01

+14,0 | +10,5 | 1,661E-01 | 2;504E-01 | 3,050E-01 | 3,351E-01 | 3,514E-01 | 3,642E-01 | 3,675E-01 | 3,675E-01 | 3,730E-01 | 3,72pE-01

+14,5 | +11,0 | 5,774E-02,|\,101E-01 | 1,660E-01 | 2,051E-01 | 2,293E-01 | 2,452E-01 | 2,5626E-01 | 2,557E-01 | 2,607E-01 | 2,59pE-01

+15,0 | +11,5 | 2,651E-02 | 5,083E-02 | 8,573E-02 | 1,163E-01 | 1,382E-01 | 1,521E-01 | 1,604E-01 | 1,657E-01 | 1,691E-01 | 1,65pE-01

+15,5 | +12,0 | 1,442E-02 | 2,639E-02 | 4,462E-02 | 6,248E-02 | 7,790E-02 | 8,861E-02 | 9,515E-02 | 9,977E-02 | 1,016E-01 | 9,63BE-02

+16,0 | +12,5 | 7,922E-03 | 1,447E-02 | 2,358E-02 | 3,232E-02 | 4,157E-02 | 4,954E-02 | 5,353E-02 | 5,481E-02 | 5,661E-02 | 5,122E-02

+16,5 | +13,0 | 4,079E-03 | 7,647E-03 | 1,194E-02 | 1,613E-02 | 2,095E-02 | 2,521E-02 | 2,781E-02 | 2,668E-02 | 2,654E-02 | 2,473E-02

+17,0 | +13,5 | 1,931E-03 | 3,617E-03 | 5,130E-03 | 7,632E-03 | 9,694E-03 | 9,621E-03 | 1,178E-02 | 1,233E-02 | 1,067E-02 | 1,020E-02

+17,5 | +14,0 | 8,565E-04 | 1,594E-03 | 1,598E-03 | 3,231E-03 | 3,674E-03 | 4,644E-03 | 4,912E-03 | 5,469E-03 | 4,358E-03 | 3,672E-02

a

For the 27 mm source, F(p,z) = 1 for 0 <z < 3,5 mm; F(p,—z) = F(p,z) for both sources.
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Annex B
(informative)

Reference data sheet examples

B.1 Ophthalmic brachytherapy source

Productinformation-fora 106Ry anhthalmic hrachvutharany source-is described-in this s
dSHHHeHRaHeR1o4 UG-G aPY tH S-G HReCHHHES—S

@«
q

4
\m
I Q ’
< —2
Y 3
< D -
Key
1 rjdiation window
2 rgdioactive part
3 bpcking
4 spiture holes

NOTH 1 See Table B1 for values of D, 4, and R.

NOTH 2  Figdres'are reproduced by permission of Eckert & Ziegler BEBIG GmbH.

Figure B.1 — Source construction
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Table B.1 — Source geometric parameters

Diameter Height Radius Number of suture Angle between

Type D h R holes (eyelets) eyelets

mm mm mm degrees
ccz 11,6 23 12 2 180
CCY 11,6 2,3 12 3 120
CCX 11,6 2,3 12 2 90
CXS 1162 23 12 2 90
CCA 15,3 3,3 12 2 90
CCD 17,9 4,3 12 2 90
CCB 20,2 54 12 2 90

CGD 22,3 6,1 13 3 90/145
CcCC 24,8 8,0 13 2 90
cOoB 19,8 5,2 12 2 90
COD 25,4 7,5 14 2 90
COE 19,8 5,2 12 2 90
cocC 25,4 7,5 14 2 90
CIA 15,3 3,3 12 2 180
CiB 20,2 54 12 2 180

CIB-2 20,2 54 12 4 120/60

a8  Active dlameter for CXS is 7,9 mm.

The source Has the following characteristics:

— radionudlide: 106Ru/106Rh;

— half-life:[1 year;

— maximum energy: 3,54 MeV,

— nominalldose rate-atithe centre of the concave side: 120 mGy/min;

— source thicknéss: 1 mm;

— radiatiorrwihdew—04-mm-silverfoil-

Available source designs are shown in Figure B.2.
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@ radioactive area

Figure B.2'— Available source designs

A depth-dose profile for a type CCB,plaque is shown in Figure B.3.

Y
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0

Key

S

0

2 4 6 8 10

X distance from plaque surface, expressed in millimetres
Y dose rate, expressed in mGy/min

Figure B.3 — Depth-dose profile for a type CCB plaque
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Uniformity data for a type CIB plaque are shown in Figure B.4.
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A

A

Key
X referenceldirection
1 application

B.2 Intravascular brachytherapy source

B.2.1 Refefence data sheet

Source fnodel number;

radipnuclide purity:

Radionuglide: 32P.{phosphorus-32):

99,9 %,

Figure B.4 — Uniformity data for a type CIB plaque

chemical purity:

99,9 %.

The 32P solid, active source is encased in a Nitinol capsule. The distal end of the Nitinol source wire
encapsulates the active source. A 1 mm tungsten marker is located on each end of the active source and
a Nitinol plug is welded into the distal end of the wire cavity. The minimum Nitinol tube wall thickness is
0,063 5 mm (0,002 5 in). The source wire outer diameter is 0,46 mm (0,018 in) and its length is 2 430 mm.

Active source diameter:

Nominal source radioactive length:

20 mm.

0,24 mm (0,009 5 in).

The source construction is shown in Figure B.5.
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2 3
Key
1 Nititube: ¢ 0,018 mm, 0,003 val nom 4 tungsten wire marker: OD 0,010; length, 1,00 + Q
2 Niti wire 5 nickel-titanium plug: OD 0,010; length 1,00 £.0,2
3 %P source: & 0,24 mm; length, 27 + 0,25 mm 6 hemispherical weld, tube and plug together.

B.2.

B.2.2.

The glose rate in water, expressed in grays per minute, is measured at the reference point and t

activi

B.2.2

The
trace

of the reference dose rate and contained activity is estimated to be within £ 15 % and = 5,4 %,

both

— 1neasured reference dose rate: 36 Gy/min (2 mm from source axis in wate

— 1neasured contained activity: 7,00 GBq (189 mCi);

—

—

B.2.

Figure B.5 — Source construction

P Source calibration data

1 Method of calibration

ly is measured using a NIST-calibrated well chamber with-Guidant insert.

.2 Uncertainty in calibrated dose rate and activity

reference dose rate and contained activity was determined using instruments with calibr
bble to the National Institute of Standards and Technology. The overall uncertainty in the ¢

bt the 95 % confidence interval for the folfowing conditions:

orthogonal bisector);

alculated referencé.dose rate per GBq: 5,14 Gy/min per GBq;

alibration dateand time: 2001 July 27, 00:00:01 GMT.

3 Spatial‘dose distribution data

;25 mm
b mm

he contained

ation factors
etermination
respectively,

r along the

B.2.3.

1) Relative depth dose values

Table B.2 shows the depth dose data for the Guidant 20 mm 32P source in water. The dosimetry data were
calculated using the Monte Carlo method and validated using the NIST extrapolation chamber and
radiochromic film in a polystyrene phantom. Estimated uncertainties of dose interpretations for the Monte
Carlo method and radiochromic film are +2 % and = 16 %, respectively. These data were compiled at the
National Institute of Standards and Technology (NIST), Gaithersburg, Maryland, USA. The data are plotted in
Figure B.7.

©1S0
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Table B.2 — Depth dose data for the Guidant 20 mm 32P source in water

D?r?rtnh ° Relative dose rate at P
0,49 7,09E+00
1,00 3,15E+00
1,39 1,95E+00
1,89 1,12E+00
2,00 1,00E+00
2,39 0,04E-01
2,89 3,74E-01
3,39 2,06E-01
3,89 1,07E-01
4,39 5,15E-02
4,89 2,21E-02
5,39 8,05E-03
5,89 2,47E-03
6,39 5,91E-04
6,90 1,23E-04
7,40 5,20E-05
7,90 3,71E-05
8,40 3,27E-05
9,40 2,71E-05
10,00 2,49E-05

@  Radial distance from the'seurce axis.

Y A
1,00+01 \

1,00E[+00 \
1,00f-01

1,00§-02 \\\
1,008-03

1,00E-04 ‘\’\“‘\0—0

1,00E-05 .

Key
X radial distance from the source axis in water, expressed in millimetres
Y relative dose rate

Figure B.6 — Depth-dose data
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B.2.3.2 Dose distribution in water

B.2.3.2.1 Guidant 32P source

Figure B.7 depicts the calculated dose rate profiles (relative to the reference dose rate at p=2 mm) for the
Guidant 20 mm 32P source (model GDT-P32-1) at various radial distances from the source axis in water. The
X-axis reference point is located at the source bisector, and the source active length (50 % isodose) extends
to £ 10 mm. Data were generated at NIST using the Monte Carlo method.

Y A
10

0,001 T T T T T T
-15 -10 -5 0 5 10 15

Py |

Key
X d|stance along the saurce-axis, expressed in millimetres
Y reglative dose rate

Radial distance from the source axis in water:
10 mm
2|0 mm
3|0,mm
4|10mim

5,0 mm
6,0 mm

o 0B WN -

Figure B.7 — Dose distributions in water as a function of radial distance from the source axis

B.2.3.2.2 32P source wire

a) Figure B.8 is an example of a relative dose map of a 20 mm 32P source wire at a depth of 2,12 mm from
the centre of the source stepped once using the source delivery unit (SDU), resulting in a 40 mm
equivalent source length (radiochromic film data).
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Figure B.8 — Spatial dose distributions
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B.2.3.3 Example of a source certificate

Source Certificate (example)

Model number: Serial number:

Radionuclide:

Ref. dose rate: Gy/min Ref. distance is 2 mm from source axis in water
Contained activity: GBq or mCi

Calibration date (yyyy/mm/dd): Time: 00:00:01 GMT

Source active length: mm

Axial (Longitudinal) Dose Rate Uniformity: Values are measured at the 2 mm refdrence depth
over the central region of the source for a total of xx measurements, each separated byl xx mm. The
percent maximum and minimum relative to the average is, ~ % and ___ %, respgctively. The
measurements have an estimated expanded uncertainty-(20) of txx %.

Radiation output (from the center of the source in a radial direction):

Absorbed dose rate per unit activity in airat 5cm = MGy/min/MBq
Absorbed dose rate per unit activity in air.at/100 cm = MGy/min/MBq
Test for freedom from surface contamination and leakage:

Method: ISO 9978:1992(E) 5.371, wet wipe test
Result: < 185 Bq (5 nGi) Date (yyyy/mm/dd):

ISO classification:

Package certification statement: Requirements, address, and contact name.

Name: Radiation safety officer Date:
Approval signature: Date (yyyyrmm/dd):
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Annex C
(informative)

Primary standards for beta radiation dosimetry

C.1 The extrapolation chamber

The extrapolption chamber is the primary measurement device for specifying absorbed dose rate to ther in
beta radiatign fields. It is a parallel plate ionization chamber that consists of components that~alloyv the
attainment of a variable ionization volume by movement of one of the plates towards the other. A typical
design 891 which utilizes a fixed entrance window and a movable collecting electrode, is shown-in Figure|C.1.

1| N

\4

Key

1 piston

2 entrance yvindow

3 collecting electrode
4 guard ring

[ chamber depth

Figure C.1 — Schematic cross-section of the main parts of an extrapolation chamber

The entrance window also serves as the high-voltage electrode, and consists of a very thin conducting plastic
foil. It is necessary that the window be thin enough so as not to unduly attenuate the beta radiation, yet strong
enough so as to not be deformed by attraction to the grounded collecting electrode. The collecting electrode is
maintained at ground potential and defines the cross-sectional area of the ionization volume. It is necessary
that it be made of conducting material or have a conducting coating and be surrounded by, and electrically
insulated from, a guard region. It is necessary that this insulation be thin enough so as not to perturb the
electric field lines in the chamber volume, which ideally are uniform, and everywhere perpendicular to the two
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electrodes. In the design shown in Figure C.1, the collecting electrode is constructed from
polymethylmethacrylate (PMMA) that has a thin coating of conductive material in which a narrow groove has
been inscribed to define the collecting area. Note the necessity that the collecting area be smaller than the
active source area in order to properly specify the area of the source over which the dose rate is being
determined [29]. It is necessary that the device be equipped with an accurate means to determine incremental
changes in the distance between the two electrodes, hereafter referred to as the chamber depth; a micrometer
attached to the piston that drives the collecting electrode is usually employed. A bipolar, variable-voltage DC
power source is used to supply the high voltage to the collecting electrode and a low-noise electrometer is
used to measure the current collected by the collecting electrode.

C.2 [Principteof thedetermimationof theabsorbeddose rate to water for beta

radiption

The ¢letermination of the absorbed dose rate to water due to beta radiation measuredywith an fextrapolation
chanber is derived from the general relationship given in Equation (C.1):

W Al
D, =_sw,a{ } (C.1)
e Amy g

wherge
Al is the increment of the ionization current;

Am, is the increment of the mass of air in the collecting,volume under Bragg-Gray (BG) condlitions.

Unfortunately Bragg-Gray (BG) conditions are generally not realized in measurements of the Heta radiation
refergnce radiation fields and, to overcome this:difficulty, various corrections are applied such that the
exprégssion for the determination of the absorbed-dose rate to water takes the form of Equation (G.2):

. W/e)S
Do :M[iﬂk'l(l)} Tk (C.2)
é:aO Ace di =0
wherge
v is the-mean energy required to produce an ion pair in air;
4 is’the elementary charge (the recommended value of the quotient, /e, is[33,97 J/C);
$20 is the density of air at the reference conditions of temperature, pressureg and relative
humidity;
A is the effective area of the collecting electrode;
Swa is the ratio of the mean mass-electronic stopping powers in water and air [see
Equation (C.3)];
Ik is the product of the correction factors that are independent of the chamber depth;
%’ is the product of the correction factors that vary with the chamber depth;

[ink’[(l)} is the limiting value of the slope of the function of the corrected current versus the
1=0

d/ chamber depth, /.
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The ratio of the mean mass-electronic stopping powers in water and air,

is given by Equation (C.3):

Sw,a’

[Im (@), (5/€) g, OE

Sw,a -

where

(2£),,

[T (@), (5/€)g5 9E

is the spectrum of electrons at the reference point of the extrapolation chamber;

(C.3)
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is the mass-electronic stopping power for an electron with kinetic energy E in water;

is the corresponding quantity for air.

that secondary electrons (delta rays) deposit their energy where they are-generated so tha

bute to the electron fluence. The upper limit of the integrals is givencby-the maximum er
peta radiation in the fluence spectrum and the lower limit corresponds 't6 the lowest energy
re indicated by a zero. In principle, this spectrum also includes any electrons set in moti
ng photons but these are usually of negligible importance.

.a and spectra in different depth of water-equivalent matérial have been calculated for a ¢
urce by means of Monte Carlo methods (MCNP-4C) [77L,

IST beta radiation primary standard

house manufactured extrapolation chambenis used at NIST to determine the reference abs
water from beta radiation brachytherapy 'sources. The chamber features removable collg
nat allow measurement of both planar sources and intravascular sources. For the

ts, the source is inserted in a hole_in a tissue-equivalent plastic block (A150) with the cen
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bn by
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cting
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a distance of 2 mm from the bloek surface. At this depth, the radiation field from a seed o
h that a collecting electrode-diameter of 1 mm can be used to measure absorbed dose rat

ime. To keep the latter correction as minimal as possible, extremely small chamber dep
PSS are used.

expanded\ \tncertainty (k=2) of the absorbed dose rate to water at a depth of 2 m
ent material is 7 % for the extrapolation chamber with the 4 mm collecting electrode use
adiation”sources. For the same chamber equipped with the 1 mm collecting electrode usg
eference absorbed dose rate from intravascular sources at a depth of 2 mm in water-equi

material, the

wire
. For

ts of planar sources, a 4/mm collecting electrode is used [29]: [77]. Corrections are applied for the
backscatter between~the” collecting electrode material (carbon) and water, for variations in
and pressure from reference conditions and for the effect of beta radiation divergence with|n the

hs of

m in
d for
d for
alent

relative nvpandnd ||nr\nr+9infy (Lr— ’)) is 10 % [771_

C.4 The PTB primary standard for beta radiation planar sources

The primary standard for planar beta radiation sources at PTB is a further development of a conventional
extrapolation chamber as described in principle in Clause C.1. The beta radiation source, being a 7,5 GBq or
750 MBq 90Sr + 90Y source with an active area 15 mm in diameter, is situated in a container providing
radiation protection, and can be positioned at reproducible distances from a reference plane in order to be
able to vary the absorbed dose rate at this reference plane and in any depth of water-equivalent material
between 0 mm and 8 mm. The radial dose-rate distribution is additionally measured for each of the different
layer thicknesses with the aid of a special ionization chamber of high spatial resolution. Thus, complete three-
dimensional 99Sr + 90Y beta reference radiation fields in water-equivalent material with water absorbed dose
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rates between 30 mGy/min and 10 Gy/min are available and can be used for the calibration of transfer
dosimeters, such as radiochromic dye film, scintillation dosimeters or TLD. In the future, the specification of
similar reference radiation fields for 19Ru + 196Rh is planned. The relative expanded uncertainty (k = 2) of the

absorbed dose rate to water in 2 mm water-equivalent material is 6,9 %.

C.5

The PTB primary standard for beta radiation brachytherapy sources —

Multi-electrode extrapolation chamber

A new primary standard has been developed that enables the realization of the unit of the measurand
absorbed dose to water in the vicinity of beta radiation brachytherapy sources [78l. In the course of its

Group 60 [22] and the Deutsche Gesellschaft fiir Medizinische Physik (DGMP) Arbeitskreis_ 18
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ccount. The primary standard is based on a newly designed multi-electrode extrapolat

st to a conventional extrapolation chamber, the central part of the MEC is a) segment
ode that was manufactured in the clean room centre of PTB by means of elec¢tron-beam lith
. About thirty collecting electrodes (for example 1 mm by 1 mm in size) are arranged in the
and a precise displacement device consisting of three piezoelectric macro-translators is in
the wafer collecting electrodes against the entrance window. An\upper estimation of
nded uncertainty (k=2) of the absorbed dose rate to water in~2 mm water-equivalen
[78] (see C.8).

The NMi beta radiation primary standard
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The following is a detailed consideration of the uncertainties associated with the measurement of an area
source with the PTB primary standard for area brachytherapy sources (see Clause C.4) using the procedures

speci

fied in ISO Guide 98-3.

2)

of this International Standard and does not constitute an endorsement by ISO of this product.

©1S0

2009 — All rights reserved

This is an example of a suitable product available commercially. This information is given for the convenience of users

55


https://standardsiso.com/api/?name=c889eaa5cd46c716b324be7551071189

ISO 21439:2009(E)

The physical model for the calculation of the absorbed dose rate to water, DW, expressed in grays per
second, can be expressed as given in Equation (C.4):

Dw = Sw,a '(W/e)/Ace/gaO M- Kaq - Kny Ksat - Ko Kag " Kq - Kpa - Kis - K - Kop

where

S|

is the mean energy required to produce an ion pair in air;

e is the elementary charge; (the quotient, ¥ /e, is expressed in joules per coulomb;

(C.4)

Swa ist
Ace it
o s
M s
me
K,y ist
K, ist
Kot ist
Ky ist
Ky st
Kpy is
elg
K st
K st
Kop ist

The result of]
the absorbed

he ratio of the mean mass stopping power ratio in water to air;
he effective area of the collecting electrode, expressed in square metres;
he density of dry air at the reference conditions, expressed in kilograms per‘cubic metre;

the gradient of the extrapolation curve at zero electrode spacing, ‘€Xpressed in ampere
tre;

he correction of the air density;

he correction of the relative humidity of the air;

he saturation correction;

he correction of the divergence of the beta-particle field;
he correction of electrode spacing;

the correction of the difference.backscatter between tissue and the material of the colld
ctrode;

he correction for the air gap between phantom surface and entrance window;
he entrance window~correction;
he two-dimensional dose rate profile correction.

the evaluation is given in Table C.1. In this analysis, the relative expanded uncertainty (k =
dose ‘rate to water in 2 mm water-equivalent material is 6,9 %.

5 per

cting
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Table C.1 — Uncertainty budget

ISO 21439:2009(E)

Uncertaint Relative
Quantity Value uﬁ::aenr?:i::y ﬁ’é‘;‘;g{,}fy Sensitivity contribution | contribution
istribution Gyls %
Wle 33,97 JIC 0,068 B, normal 0,004 2721076 0,4
wa 1,120 0,006 B, normal 0,13 7,55:1074 2,2
Age 80,0106 m? 80-107°m? A, combined -1800 -1,41073 8,4
Eo 1.203 kg/m?® 200103 kg/m3 | B, normal -0.12 —230:10-6 0,2
M 300,00-10°A/m | 4,50-10° A/m B, normal 470-10° 2,1-10°3 18,8
Hog 1,000 0 289:107° B, rectangular 0,14 411078 0,0
Ky 1,000 0 5771076 B, rectangular 0,14 81-10;9 0,0
Ko 1,000 0 2,89-10°3 B, rectangular 0,14 410-107° 0,7
Ky 1,080 0 0,023 1 B, rectangular 0,13 3,0:103 38,3
) @ 1,000 0 5,77-103 B, rectangular 0,14 8101076 2,8
ba 1,000 0 5,77-1073 B, rectangular 0,14 810-1076 2,8
K 1,000 0 5,77-1073 B, rectangular 0,14 810-1076 2,8
K 1,000 0 4,62-1073 B, rectangular 0,14 650-10~6 1,8
bD 1,100 0 0,017 3 B, rectangular 0,13 2,2:1073 20,8
w 0,140 9 Gy/s — — — 4,86-10-3 —
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Annex D
(informative)

Detectors and phantom materials for clinical dosimetry
of beta radiation brachytherapy sources

D.1 Detectors

D.1.1 Radipchromic film dosimeter

Radiochromit films fulfii some of the requirements of an ideal beta radiation detector!'8l [30 351 A
comprehensive survey on radiochromic film [92] was followed by a survey on radiochromic film dosimetry
published by the AAPM TG 55 [81]. Radiochromic film of several types is available-under the trade pame
GAFCHROMIC™ 3)_ The layered design of the various films along with their celemental compositipn is
provided in Table D.1. The films consist of one or two thin layers of radiosensitive“emulsion of the order of
6 um to 38 m thick, either coated onto or sandwiched between usually transparent polyester backihg of
60 uym to 10Q um.

The film senmsitivity is a nearly linear function of the emulsion thickness. The initially almost colodrless
emulsion of [radiochromic films darkens with irradiation and requires»rho processing, producing a colpured
monochromg image. As the film is extremely fine-grained, it can bezread with a high-resolution densitomgtry at
spacings of fens of micrometers. The absorbance spectrum of the older GAFCHROMIC™ emulsion (HO-810,
MD-55, and HS) exhibits a major peak at a wavelength of about 660 nm, and a minor peak at 610 nm. Thus,
the film is nost sensitive at these wavelengths. The absorption properties of radiochromic film alloy the
effective use| of a helium-neon laser densitometer with wavelength 633 nm for optical-density measurenjents,
except for tHe newly released EBT film, which exhibits”its major peak around 635 nm, but has polarization
artefacts tha{ present problems with highly polarized;laser beams.

A scanning densitometer, in principle most transmission-type scanners, can be used for off-line radiation-field
mapping, i.e|, to measure the density point:by-point over the film surface [93l. Producing a high-resolutign 2D
distribution df the film transmission or_opiical density allows its conversion into a 2D dose-rate distriblition,
while a seriep of films positioned at different distances from the source result in a 3D dose-rate matrix. gn the
other hand, [films for brachytherapy "beta radiation dosimetry, especially the ones used for ophthalimic
brachytheragy sources, are often_as small as 3 mm to 5 mm in diameter. Cutting such small films poses a
challenge [39], as well as does’the process of densitometry. The most convenient way of creating the 2D
distributions [is scanning the/films using a flatbed scanner. Scanners that move the film in the scapning
process are |extremely ineonvenient for such small films, since it is necessary that the film be attached to
some kind of backing. Document scanners in the transmission mode have been successfully used for this
purpose. Thg main.requirements for a document scanner are listed in 11.1.3.

In order to optimize the film response using a colour document scanner, the film should be scanned in the
highest colour mode (48 bit for most scanners) with all the image corrections by the scanner turned off and the
results saved as an uncompressed tiff file. Then the red channel should be extracted from the resulting tiff file.
It is necessary that the dosimeter-densitometer combination be calibrated, but it is usually sufficient to perform
one calibration per production lot of radiochromic film.

Non-linearity of the response function density vs. dose is often due to limitations in the densitometry [94]. It is
important to mark the direction of the film in the cutting process (the long or the short axis of the sheet) and
always place all the films so that the mark is in the same direction on the scanner. This requirement should be

3) GAFCHROMIC™ is the trade name of a product supplied by International Specialty Products. This information is
given for the convenience of users of this document and does not constitute an endorsement by ISO of the product named.
Equivalent products may be used if they can be shown to lead to the same results.
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followed for the calibration films as well as for the measurements. Mixing the scanning directions of the
calibration films and the measurements can result in dose errors of up to 30 % [93]: [%6]. The scanning field of
document scanners exhibits a certain unflatness in the direction of the lamp (perpendicular to the scanning
direction). This unflatness might not be significant for small brachytherapy films placed close to the centre of
the scanner. On the other hand, using large films requires a correction developed by the manufacturer. The
latest film dosimetry software packages provide certain corrections for use of radiochromic film with document
scanners as well as the ability to extract the red channel.

The radiochromic image exhibits a certain degree of so called post-exposure growth, which is a change of
optical density over time. The effect is very significant (up to 20 %) in the first hours after exposure, but then
slows down to less than a percent per day The Iatest EBT fllm which has a d|fferent chemistry, was found to
f scanning all

The advantages of radiochromic film include good water-equivalence for electrons, insensitivity t¢ visible light,
high |resolution (about 1 200 line-pairs/mm), self-processing with optical density increasing gpproximately
lineafly with dose over several orders of magnitude (subject to the limitations in the densitometer mentioned
above), and recently, availability of large sheets (20 cm x 25 cm). However, users should be awgre of several
concerns in this application. These include, but are not limited to, the following;

— \ariations in the thickness of the sensitive emulsion from sample to_ sample and within a safple (was up
o about 8 % from sample to sample for the older HD-810 and MD-55, but is claimed to be better than
2 % for EBT);

— \ariations in bulk sensitivity of the emulsion from batch to batch;

— dependence of the optical density on time and temperature;

— non-linearity in most film-densitometry systems; which requires calibration over the entirg anticipated
easurement range [81],

Former disadvantages such as rather hightcost, low sensitivity, and amount of time required have been
significantly improved with the introduction of the new EBT film which is about 10 times more sepsitive and is
10 times less expensive. The latter, was successfully used with a document scanner for dosimetry of
106R{ + 106Rh eye applicators.[166]
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Table D.1 — Radiochromic film types

Film type Layer number Description Thic:::ess
1 Surface® 0,75
GAFCHROMIC HD-810 2 Active layer (emulsion) 9 6,52
3 Transparent polyester © 97
1 Transparent polyester © 67
Z Active Tayer (emulsion) 9 T6 @
3 Adhesive ° ~20
GAFCHRQMIC MD-55 4 Transparent polyester © 25
5 Adhesive d 220
6 Active layer (emulsion) 9 162
7 Transparent polyester © 67
1 Transparent polyester © 97
GAFCHROMIC HS 2 Active layer (emulsion).9 382
3 Transparent polyestér © 100
1 Transparent polyester © 97
2 Active layer(EBT emulsion) 9 172
GAFCHHROMIC EBT 3 Interlayer © 6
4 Active layer (EBT emulsion) 9 172
5 Transparent polyester © 97
1 Yellow polyester ° 97
2 Adhesive 9 12
GAFCHROMIC RTQA 3 Interlayer © 3
4 Active layer (EBT emulsion) 9 172
5 White polyester f 97
1 Yellow polyester ° 97
GAFCHRPMIC XR-R 2 Adhesive ¢ 1
3 Active layer (XR-R emulsion) 9 182
4 White polyester f 97
@8  The thickness_of the active layer (emulsion) is adjusted from lot to lot to achieve design sensitivity and can vary by 10 % frgm the

nominal thickness given in the table.

b The surface layer has a density of 1,2 g/cm3 and is composed of 6,5 % H, 32,3 % C, 21,6 % N, 20,5 % O, 2,3 % Li and 16,8 % CI.
¢ Transparent and yellow polyester have a density of 1,35 g/cm3 and are composed of 4,2 % H, 62,5 % C and 33,3 % O.

d  Adhesive has a density of ~ 1,2 g/cm3 and is composed of 9,4 % H, 65,6 % C and 24,9 % O.

€ Interlayer has a density of 1,2 g/cm3 and is composed of 6,5 % H, 32,3 % C, 21,6 % N, 20,5 % O, 2,3 % Li and 16,8 % CI.
f White polyester has a density of 1,6 g/cm3 and is composed of 3,1 % H, 46,6 % C, 31,7 % O, 3,5 % S and 15,1 % Ba.

9 Densities and compositions of emulsion, EBT emulsion and XR-R emulsion are given in Table D.2.
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D.1.2 Plastic scintillator detector

Water-equivalent organic scintillators, long known as detectors in nuclear physics, have been applied as
detector systems for dosimetry of high energy radiation beams by Flihs as well as independently by Beddar,
et al.[97]. [981. [99] Plastic scintillator dosimetry systems fulfil most of the requirements of a beta radiation
detector. Thus, Flihs, et al., developed in parallel plastic scintillator dosimeter systems also for clinical
dosimetry in beta radiation brachytherapy (82, [83]. [100], [101], [102] The large dynamic range, over more than
five orders of magnitude, allows for fast, direct reading, and almost energy-independent clinical dosimetry
around high-dose-rate brachytherapy sources. The measurement of a full depth-dose distribution with a step
size of 1 mm from the surface of high-dose-rate beta radiation sources down to the background of
bremsstrahlung takes only a few minutes with a high spatial resolution of about 0,2 mm and a high precision
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and in small fractions of a second. Such a measuring system gives fast access to dogimetric data,
Cially when arrays of detectors, each:with its own photomultiplier cathode, are used.

The

varia
respq
10G

, on normal
linearity of
mGy/min to

scintillator light signal does not.depend on the temperature between 15°C and 25 °C
ions of the atmospheric préssure, or on the direction of radiation incidence. With carg,
nse can be maintained for-dose rates varying by more than five orders of magnitude (0,
/min).

electrons can alsoproduce Cerenkov light in the optical fibre, it is necessary that this bgckground be
ured separatelyy-by a dual-channel system containing a second optical fibre with a dummy
tor (82, [83], [97Ji[98], [103]_ Both, the scintillation light-guide fibre and the background fibre arg affixed in a
ight boreholé of the same detector head made of RW34), a water-equivalent material developed for use
a radiation’dosimetry. The sensitivity of the two photomultipliers can be calibrated relative {o each other
he Cerénkov signal produced by a beta radiation beam irradiating the scintillator light-gu|de fibre (not
ly-n front of the scrntrllator) and the background fibre at the correspondlng posrtlon respgctively. This
i oupling to the

Since
meas
deted
light-
in be
with
direc
proce
cathode, etc., of the “scintillator” and the “background-fibre”.

While much better suited for relative dosimetry, very thin plastic scintillators can be used for absolute
dosimetry if calibrated appropriately together with a 99S + 90Y check source. For the absolute calibration in
terms of absorbed dose to water, the detector is fixed in a probe structure that allows positioning the sensitive
volume of the dosimeter with high precision and in a reproducible way in front of a calibrated 99Sr + 90y
source.

4) White polystyrene material containing 2 % by mass TiO,.
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The dimensions of the scintillator are an important determinant in the energy dependence of the response due
to the volume effects described in 7.4 [78]. Thus, scintillator systems used to calibrate beta radiation fields shall
be calibrated in reference beta radiation fields of the same type ion in which they are employed.

The relative standard uncertainty of the plastic scintillator detector for relative measurements is about £ 3 %
(subject to current investigations at the PTB). In addition, it is necessary to take the standard uncertainty of
the absolute calibration procedure into account.

Precautions of which users should be aware include, but are not limited to, the following.

The use in fields where there is a significant variation of absorbed dose rate within the volume of the
detector

! et fadlo ' ' £ ol 4 PN £ HON
ITAUS WU TITUTS TIT UTT TOUTTTIalUIT UT'Uuost Tl at UIT TTITITTILTE PUITIL

Change ue to

radiatior

5 can occur in the sensitivity with time of the scintillator and/or its associated light guides d
damage and of the light-collection system.

Changes can occur in the background signal due to ambient light leakage.

D.1.3 Thermoluminescence dosimeters

olute
in

Thermolumin
measuremer

escent dosimeters (TLD), the most commonly used dosimetefs" for relative and abs
ts of absorbed dose from low-energy photon:radiation-emitting  sources

brachythera
dosimeters,
proportional

y [104], [105], [106] gre sometimes also used for beta radiation dosimetry. These solid
Wwhen irradiated, populate energy traps with charge carriers (electrons and holes) in nun
o the radiation energy absorbed. When a TLD is heated.ina readout device, the traps empt

light is emifted as a result of radiative recombination of charge carriers at a luminescent cent
photomultiplier converts the light to a current, the integral of whieh.is proportional to the absorbed dose.

Lithium fluoride, LiF (density 2,6 g/cm3), is the most popular TLD material for brachytherapy dosin

because it i

water [18]. Bdth solid LiF and LiF powder have been used for measurements. The solid material availabld

commercial

state
hbers
y and
e. A

netry,

the most readily available and has radiation' absorption characteristics not too far from that of

uppliers is typically in the form of reds" 6 mm long and 1 mm in diameter, and 3 mm x

from
mm

square wafefs of thicknesses 0,1 mm, 0,3 mm or 0,9 mm, and cubes of dimensions 1 mm x 1 mm x 1 mn. It is

also availabl
can be prep
by using tiny

Thin (less
LiF:Mg,Ti; Li
detector thic
Other TLDs,

Ultra-thin (af
LiF may be

in the form of TLD embedded in thin sheets of plastic. LiF in powder form can also be ug
red in large, pre-annealed baiches, from which small, nominally identical samples can be
containers like polyethylené ¢apsules.

han 25 mg/cm?2) thefmoluminescence dosimeters of low-atomic-number materials sug

ness for the calibration of beta radiation fields for all but the lowest energies (E,,,5, <200
such as CaFzDy’and CaSQO,4:Dy (Table D.2) may also be used.

out 4 mg/cm?) thermoluminescence dosimeters (TLDs) of low-atomic-number materials su
used successfully without correction for detector thickness for the calibration of beta rad

ed. It
made

h as

-:Mg,Cu,P; Li,B,0%.Cu; MgB,0;:Dy; or Al,O5:C may be used successfully without correctipn for

keV).

ch as
ation

fields for all|but‘the lowest energies (E4y <200 keV) 33l For the best results, these systems shoujd be
calibrated in|reference beta radiation fields. However, adequate results can be obtained with absorbedidose
calibrations in high-energy photon beams under conditions of electronic equilibrium. It is possible to use
thicker dosimeters without corrections for thickness if they are loaded with an opaque material to effectively
limit the light emitted to only that to the dosimeter surface. If thicker dosimeters are used, then it is necessary
that an independent means be used to determine the transmission function in the medium of interest in order

to correct the dosimeter reading for volume-averaging effects (see 7.4).

It is necessary that each solid dosimeter detector have an individually established calibration coefficient
(absorbed dose per unit readout). It is necessary that the dosimeter detectors be carefully identified
throughout the calibration and measurement procedures. To be reused, it is necessary that the solid TLDs be
annealed between exposures. This process for LiF:Mg,Ti consists of heating at 400 °C for 1 h, then at a lower
temperature (about 80 °C) for a day, to empty and reset all traps. For other TLDs, it can be a much simpler
treatment, e.g, at 240 °C for 10 min for LiF:Mg,Cu,P. A rapid cooling to room temperature is recommended for
the annealing of all LiF-based TLDs [104]. It is necessary that a stable sensitivity factor be demonstrated for
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each TLD used and to take care in handling the dosimeters, since physical damage, such as surface
abrasions, can alter the calibration. It is necessary to keep reading conditions as reproducible as possible, and
to periodically calibrate the reader/dosimeter system.

Usually TLD measurements are made in solid phantoms, where precise geometry can be maintained. Though
nominally water-equivalent materials are used, at low energies the materials might not be truly equivalent and
corrections, based on Monte Carlo calculations, for example, can be required. It is necessary to make
corrections for any perturbing influence caused by the introduction of the TLDs into the phantom. Clever
phantom designs insure that closer TLDs do not shield the distant ones. Also, if the dimensions of the TLDs
are relatively large compared to the source-dosimeter distance, it is necessary to correct the volume-averaged
signal to the value obtained at the d03|meter centre. Careful anaIyS|s of measured TLD data should lead to

acCUuk
multiple measurements

TLDs
is de
sourd

combine sensitivity and near water equivalence with small dimensions. The thickness of the dd
tided from the energy of the beta radiation being measured. For the dosimetry of 90Sr + 90
e thickness of 1 mm does not pose any limitation and therefore, 1 mm x 1 mm X>1"mm cubes
offer pn acceptable dosimeter if the effective point of measurement can be properly)accounted for.
energy beta-ray sources, it is not necessary to correct thin-film TLDs (less than/or, equal to 0,1 mm
thickiess. Accurate correction can be made only with a detailed knowledge)of the beta radiat
incide
micrd-cube verified the radial dose function for intravascular brachytherapy‘sources [1071,
TLDs
amor
mech
thin (
the a
shou

suffer from several disadvantages when used for the absoldte ‘dosimetry of beta radiation s
g these is the relatively large size necessary in at leastione of the detector dimensiong
anical stability and suitable signal output. Most suitable*for beta radiation source measurem
D,1 mm thick) dosimeters, which, however, are usually_several millimetres on a side, and he
bsorbed dose over an area in which the absorbed\dose can vary considerably. Other pre
d be kept in mind include, but are not restricted {0, the following:

ariations in sensitivity between individual samples (unlike coated-film dosimeters, th
accounted for by pre-irradiation and readout to get individual dosimeter-sensitivity corrections

q

4

easurement range;

ifficulty of use in water.

D.1.4 Diodes
P-ty
sensitive volumesas well the ability to use the detectors in water make them attractive for b
appli¢ations. They have been applied successfully for ophthalmic brachytherapy source measur
plangr and.cencave [29]. [83], [108] Properly calibrated Si diodes have been used for absolute meag
well.
(for ¢Xample the Scanditronix stereotactic field detector®)). The main disadvantage of diode

silicon diodes\are widely used for relative dose measurements in external beam therapy.

i diodes are commercially available with active diameters of 0,6 mm and active thicknessep

esulting from

simeter used
, a beta-ray-
of LiF:Mg,Ti
For very-low-
thick), for the
on spectrum

nt on the detector. As an example, measurements in liquid water ‘using a 0,5 mm x 1 mm x 1 mm half

purces. Chief
required for
ents are very
nce average
cautions that

ese can be

);

upra-linearity of the dose-responsé function, which requires calibration over the entir¢ anticipated

Their small
rachytherapy
ements, both
urements as
of 0,06 mm
detectors for

brachytherapy measuremenis is the often rather thick coverings over the deteciors, wh

ch preclude

measurements at very close distances to the source. However, the effective point of measurement of
commercially available stereotactic field detector is just (0,7 £ 0,15) mm (see Figure D.1) making it suitable for
contact measurements. It is also necessary to consider the angular response of the diode.

5) The Scanditronix stereotactic field detector is an example of a suitable product available commercially. This
information is given for the convenience of users of this International Standard and does not constitute an endorsement by
ISO of this product.
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Figure D.1 — Scanditronix stereotactic diode

D.1.5 Welllionization chambers

Well chambgrs have been used for dosimetry and quality-assurance purposes to provide a measurg
related to reference absorbed-dose rate to water, traceable to the primary standard for intravas
brachytheragy sources. Their characteristics are the subjectof an IEC standard (861,

ment
cular

Well chambgrs provide a total absorbed-dose to water/calibration for the sources in a length configurption.
The calibratipn obtained can be divided by the number of individual sources to obtain an average outpuit per

source [109],

D.1.6 Other detectors

Other detectprs that have been applied to the dosimetry of beta radiation brachytherapy sources are s
volume ion| chambers (29 del)~ dosimeters [110]. [111] " diamond detectors [29], and alanine

dosimeters [4°1.[80]. Use of all-thiese detectors is subject to the caveats discussed in 7.2. A good review
relative merifs of these vafious systems appears in the literature [21]. Of late, optically stimulated luminest
dosimeters Qased on¢Al;05:C have been developed to the point that they are now also attractive fon
radiation dosjmetry [t12], [113],

mall-
pellet
f the
ence
beta

The composition of typical detector materials is given in Table D.2.
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Scaling Number of Elemental composition
Density factor electrons per :
Material s relative to unit volume % mass fraction
glem water
n 1027/m?3 H c N (o] Others
GAFCHROMIC 1,08 1129 418 291 | 568 | 69 | 7.1 —
emulsion
GAFCHROMIC 1,1 1,123 423 28,4 56,9 5,7 5,7 1,7 Li; 1,5 Cl
E?T emulsion
GAFCHROMIC 175 1,376 823 574 | 285 | 66 | 61 ~lO0FBr07Cs
XR-R emulsion
Plagtic scintillator 1,0322 0,956 336 8.5 915 . J) .
(v|nyltoluene)

Silicon 2,33 0,944 699 — — —£ — 100 Si
Litthium fluoride 2,635 0,827 734 — — — — 26,8 Li; 73,2 F
Calcium fluoride 3,18 0,944 932 — — — — 487 F; 51,3 Ca

Calg¢ium sulphate 2,96 0,974 890 — — — 47,0 23J6 S; 29,4 Ca
Lithiim tetraborate 2,44 0,851 712 — — — 66,2 82 Li; 25,6 B
Nfagnesium 2,53 0,870 747 > — — | 624 | 24/1B;135Mg
tetraborate
Pplymer gel, a

BANG-2” 1,03 0,990 342 10,6 57 1,4 81,7 0,6 Na

Alanine 1,424 0,957 462 7,9 40,4 15,7 35,9 —
Alufninium oxide 3,97 0,894 1172 — — — 47 1 52,9 Al

Carbon 2,265 0,862 681 — 100 — — —

@  Nominal value; should be verified by the user.

NOTH

See Reference [33].
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D.2 Phantom materials

D.2.1 General

Table D.3 shows a selection of commonly used materials used as water-equivalent materials for phantom
construction. Further information about each material is given in D.2.2 to D.2.7. Spectrographic examination of
material is recommended if precise material quantification is necessary.

Table D.3 — Water-equivalent phantom materials

Scaling Number of Elemental composition
Density @ factor electrons per .
Material 5 relative to unit volume % mass fraction
glem water
n 1027/m3 H (o N (0] Others
WT1 (Solid Water™) 1,046 0,957 335 8,0 67,2 24 19,9 10,1Cl; 2J3 Ca
A150 plagtic 1,12 0,968 370 10,1 77,7 3,6 52 1,7F; 1B Ca
Polystyrgne 1,05 0,938 340 7,7 92,3 — — —
RWS3 polystyrene 1,045 0,998 338 13,9 83,3 — 1,1 2,0 Ti
D400 (carbon loaded 1,160 0,939 375 77 953 . . .
polystyrehe)
Polyethylene 0,92 0,997 323 14 4 85,6 — — —
Polyethylene 1,40 0,919 439 4.2 62,5 — 33,3 —
terephthalatg (PET)
Polymethyl
methacry|ate 1,18 0,949 387 8,0 60,0 — 32,0 —
(PMMA)
ICRU tisspe P 1,00 0,985 331 10,1 11,1 2,6 76,2 —
Water 0,998 — 334 11,2 — — 88,8 —

@  Except for|water and ICRU tissue, these are'nominal values and should be verified by the user.

b Included f¢r informational purposes only'since it doesn't exist as a material.

NOTE Sed Reference [33].

D.2.2 WT1

The “standafd” “material used for most in-phantom photon brachytherapy source measurements is [solid
water”, also kiiown generically as WT1 31, It is a red-brown epoxy resin with polyethylene and some cajcium
carbonate. Its hardness and ease of machining make it a good choice for phantom construction. There are
problems, however, with batch uniformity and with obtaining information on the exact composition of the
material. The density is very near that of water making it a good water-equivalent material for beta radiation.

D.2.3 A-150 tissue-equivalent plastic

This material, as its name indicates, is meant to be a tissue equivalent, and thus also has a fair water-
equivalence. It is black, a mixture of polyethylene and nylon, with fillers of carbon and calcium fluoride. One
advantage for high-dose-rate beta radiation applications is the fact that this material is electrically conductive,
which alleviates concerns about charge trapping and resulting distortions in measurements. Although the
material has a somewhat higher density than water, it exhibits good water-equivalence for electrons of all
energies.
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D.2.4 Polystyrene

More commonly available at one time than it is now, clear polystyrene is the best water-equivalent material for
beta radiation in the energy range of interest in brachytherapy [114]. The density is near that of water and the
stopping powers match those of water over the entire energy range of interest. It is becoming very difficult to
find clear polystyrene now.

D.2.5 RW3

This white plastic consists of polystyrene with an addition of 2 % mass fraction TiO,. It is a good water-
equivalent material for beta radiation dosimetry.

D.2.l Polyethylene terephthalate (PET)

This
coati
large
beta
in sty
mark

D.2.7

This

equiv
know
qualif

D.2.8 D400

This
polys
Neth
equiv
1 ohn

material is useful mainly because of its availability, the very wide range of foil thickness 3
ngs that are available. The density is rather high; however, for beta radiation this non-equ
y be accounted for (see 7.3). The metallized foils are commonly used as entrance window:
radiation detectors. Foils with a thickness as small as 0,000 9 mm make this ‘material extren
dying depth-dose profiles for weakly penetrating radiations. Sometimes referred to as p
cted under the trade names of Mylar, Hostaphan, and many others.

[ Polymethyl methacrylate (PMMA)
is the most commonly available clear plastic and is_most useful as a bulk material

n by the trade names Lucite, Perspex and Plexiglas:-It is very easy to machine with high
y that offsets its rather high density and electric insutator properties.

s a carbon-loaded polystyrene that combines electrical conduction with the superior water-e
eriands. It has the same atomic composition as polystyrene and is claimed to be precisely

n-meter.

nd the metal
ivalence can
5 in gas-filled
nely valuable
blyester, it is

when water-

alence is not critical, such as to provide backscatter_for beta radiation measurements. PMMA is also

precision, a

uivalence of

tyrene. It has been recently used for.collecting electrodes at the primary laboratories in the¢ US and the

polystyrene-

alent with respect to all types.of radiation. It has an electrical resistivity in the range of 0,1 dhm-meter to
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E.1 Revie

Annex E
(informative)

Monte Carlo calculations

w of available codes

E.1.1 Gemlral

There are four families of general-purpose Monte Carlo codes commonly used for beta radiation

calculations:
A recent rev
codes, can b

Although son
to purchase.

E.1.2 ETRAN, ITS, MCNP

ETRAN (Ele
Institute of
Berger and §
capability of

The ETRAN
application-o
Laboratories
each treating

TIGER,

CYLTRA

— ACCEP]
The ETRAN
including kn
electrons, ph
Auger electrg
of electron €

EGS [113], [116]  ETRAN/ITS/MCNP [46], [117], [118], [119], [120]  PENELOPE [121] and, GEANTA4
e found in ICRU Report 56 [33].

he Monte Carlo codes are available free of charge, most are licensed software that it is nece

ctron TRANsport) is an electron/photon Monte Carlo tfansport code maintained at the N

a
$tandards and Technology (NIST), Gaithersburg, Maryland, USA. ETRAN was develope{d by
h the

eltzer [46], [123], [124] |t was originally developed foreléctron transport for up to 100 MeV, wi
simulating coupled electron-photon transport.

codes are also the basis for the Integrated TIGER Series (ITS), a system of general-pur

Albuquerque, New Mexico, USA. The;current version is ITS v. 3.0 (1171 |TS has several ¢
a different geometry:

for multiple-plane slabs;

N, for geometries with.a cylindrical symmetry;

', which uses 3D combinatorial geometry.

code takes into account primary electrons, positrons or photons, and all secondary radia
bck-on electrons from electron-impact ionization events, electron bremsstrahlung, Con
otoelectrons, electron-positron pairs, annihilation radiation, K-shell characteristic X-radiation,

ns resulting from electron/photon ionization events. ETRAN capability extends over a wide
nergy between 1 keV and 1 GeV in any material. In ITS version 3.0, important changes

made that i

nnm‘nd the acclt rracy of electron tmnennrf of up. toa few MeVs. The most |mnnrmn’r are the |

'

dose

[122]

ew of other codes relevant for beta radiation dosimetry, including a numberrof single-scatfering

Ssary

ional

bose,
Fiented electron/photon transport codes developed by Halbleib, et al., [125] at the Sandia Nali
pdes,

ional

1ons,

hpton

and

ange
were
se of

the revised collision- -stopping powers [126], values for water about 2 % smaller than the previous values,
improved bremsstrahlung production cross-sections and an improved method of calculating energy-loss
straggling [461.

In the ETRAN code family, step path lengths are chosen on two levels. The first level is called the “major
step,” where on average the kinetic energy of the electron is reduced by a constant factor of ~ 8,3 %, which is
the standard choice [48l. The error associated with the use of a constant energy per step is estimated to be
1% [122], The second level is dividing the major step into equal lengths called “sub-steps”. By sampling the
angular deflections at the end of each sub-step, the deviation of the mean deflection angle remains small. The
net angular deflection from the combined effect of the elastic and inelastic collisions in a given sub-step is
sampled from the Goudsmit-Saunderson multiple scattering distribution [127],
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Monte Carlo N-Particle code, MCNP is a general-purpose, continuous-energy, generalized-geometry, time-
dependent, coupled neutron/photon/electron Monte Carlo transport code, maintained at the Los Alamos
National Laboratory, Los Alamos, New Mexico, USAI[118].[1191  MCNP, originally developed for neutron
transport simulations, has been extended to include electron transport using the algorithms of ITS 3.0.
Because of its versatility and user-friendliness, MCNP probably is the most frequently used member of the
ETRAN/ITS/MCNP code family today.

Two versions of the MCNP code, developed by different groups, currently exist. MCNP4C [118] js able to
simulate the (coupled) transport of neutrons, photons and electrons, whereas MCNPX [119] can simulate a
variety of additional particle types. The photon and electron physics in the present version of MCNPX
(version 2.5) are identical to those in MCNP4C. Hence, in the following we denote both codes as MCNP. It is

distributions), the type of answers or tallies (e.g. energy deposition) and any variance-reductioh techniques
used|to improve efficiency (such as energy cutoff, cell importance). The simulation results arg¢ provided in
ASCI| output files. Graphical user interfaces, such as VISED [128] are available to generate inpyt files and to
visudlize the output data. MCNP has internal checks for geometry errors and a plotting capability that provides
the uper with a tool to correct any geometry errors in the input file.

The MCNP electron library contains data for elements Z equal to”1 to 94. The data contain|energies for
tabulation, bremsstrahlung production cross-sections, bremsstrahlung energy distributions| X-radiation
production probabilities, K-edge energies and fluorescent probabilities, electron-stopping powerg and ranges,
and parameters for the evaluation of the Goudsmit-Saunderson theory of angular deflections and the Landau-
Leisggang theory of energy-loss fluctuations.

Several investigators have shown though that\\care should be taken with the electron [transport in
MCNP4C [129], [130], [131 ] A systematic error is present in the default MCNP electron energy indexing algorithm.
Howgver, the user can choose to use the ITS electron energy indexing algorithm instead, which leads to
corregct results. An additional problem exists with MCNP4C when the geometry contains many boundaries, e.g.
in the case of a voxelized phantom. MGNP4C requires the voxels in such a phantom to be |modelled as
sepafate material regions, even if they. exist of the same material. It has been shown that in such cases the
cumylative effect of many small boundary crossing artefacts can lead to significant errors in the calculated
dose|distribution [129], [131],

E.1.3 EGS

During the early 1960s, Nagel [132] wrote his Ph.D. thesis at the Rheinischen Friedrich-Wilhelms-Universitat in
Bonn on electron-photon Monte Carlo. His in-house developed Fortran code SHOWER was a vYery practical
(freeyvare) toolfor experimental physicists during the mid 1960s. Electrons and positrons could pe simulated
from |1 GeV=down to 1,5 MeV, and photons were followed down to 0,25 MeV. The code wgs limited in
etry handling. From 1972 to 1978, Ford and Nelson from Stanford Linear Accelerator Cénter (SLAC)
orated to revamp Nagel's program and make it more user friendly. In addition, special attention was
; f hower) was
introduced in 1978 [133]. Nelson (SLAC) and Hirayama (National Laboratory for High Energy Physics, KEK)
extended the flexibility of EGS in general and, in particular, for high-energy accelerators. Rogers and
colleagues (National Research Council of Canada, NRC) extended the code to lower energies, i.e. down to
1 keV. These efforts were pooled together in 1985 and EGS4 was introduced [1111. [134] |n 1990, PRESTA
(Parameter Reduced Electron Stepping Algorithm) was introduced in EGS4 [135] [136]  which included,
amongst other items, an improved method for determining the electron step size. Other modifications and
updates in photon and electron cross-sections and different geometrical packages (Cartesian DOSXYZ, and
Cylindrical DOSRZ) have improved the code capabilities.
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EGS4 uses the Moliére multiple scattering theory, which is only valid for small scattering angles. In 2000,
Kawrakow and Rogers released the EGSnrc code [116]. [137]  which uses an improved multiple scattering
theory based on screened Rutherford elastic scattering, new elastic electron-scattering cross-sections
involving relativistic and spin effects, and a new electron-step algorithm, the PRESTA-II algorithm. An
important improvement of PRESTAII compared to PRESTA is the introduction of a single scattering model of
electron transport, making it possible to reduce the electron-step length to very small values near material
boundaries. These improvements are expected to increase the calculation accuracy of angular deflections for
electrons, eliminate restrictions on the maximum and minimum electron path length in EGS4/PRESTA-I
imposed by the Moliére theory, and provide an exact boundary-crossing algorithm by using single elastic
collisions of electrons.

In EGS, itis

nacessarnsthat Licare nroaram thair ear code-in-a macroFortran code-called Mortran nh\linusl
t HHatHSerS—progaii—eH—HS8—-66a6HaHHatHo+—oRahR-6666-an8arioHiah—ovW ,

it is necessa
code is then

From a recer
transport is
radiation bra

ry to program only the geometry, source input and tallying. In a pre-compilation step,. the
connected to the EGS core.

t benchmark applied to EGSnrc [138] it can be concluded that very accurate modelling of elg
possible with this code. Several authors have used EGS4 and EGSnrc to 'characterize
chytherapy source dosimetry [48l. [571, [139], [140] . Comparisons among EGSnrc, EGS and M

user

ctron
beta
CNP4

for IVB appli¢ation are discussed by Wang and Li [63].

E.1.4 PENELOPE
At de
pain,
was

PENELOPE |(PENetration and Energy LOss of Positrons and Electrons). was developed at Universit
Barcelona and Institut de Técniques Energétiques, Universitat Politécnica de Catalunya in Barcelona, S
and Univers|dad Nacional de Cérdoba, Argentina [121]1. [141] |t was {irst released in 1996. Initially, if
devised to dimulate the penetration and energy loss of positrons ‘and electrons in matter. Photons [were
introduced Igter. The code simulates the coupled transport of electrons, positrons and photons with engrgies
between a féew hundred electron volts and 1 GeV in arbitrary,materials. PENELOPE is capable of handling
complex geometries and static electromagnetic fields.

were made to make the simulation of eléctron transport as accurate as possible. Especially in
gy region, the electron transport aldgerithms are considered to be very sophisticated. |deas
PENELOPE have been implementediin EGSnrc and vice versa. So it can be expected that these
rather similar results. In PENELOPE, a mixed scheme of single and multiple scattering is jised,
comparable fo EGSnrc. The multiple scattering algorithms are based on the Goudsmit-Saunderson thedry. In
the PENELQPE implementation of multiplé-scattering, the angular deflection and the lateral displacement for
each electrop step are accounted forusing the so-called random hinge method, which is a simple andl fast
method for optaining an accurate geometric representation of the electron track.

Large efforts

It is necessqry that the application be programmed by the user in Fortran, although several user codes are

available in the system.

[142)
ange

A benchmark of PENELOPE against experiments has recently been published by Sempau, et al
showing thaff PENELOPE yields a consistent description of electron transport processes in the energy
from a few thousand electron volts up to about 1 GeV.

E.1.5 GEANT/GATE

The first version of GEANT (GEometry ANd Tracking) was written in 1974 as a bare framework, which initially
emphasized tracking of a few particles per event through relatively simple detectors. The code was developed
as a simulation tool for high-energy physics experiments. From 1993 to 1998, the FORTRAN-based GEANT3
simulation program was entirely redesigned as an object-oriented program written in C++, designated
GEANT4 [122], This code is a collaboration of many international research groups under supervision of CERN
(European Organization for Nuclear Research; in French: Conseil Européen pour la Recherche Nucléaire).

GEANT4 is a very versatile code, useful for many different types of particle over a wide range of energies and
capable of handling complex geometries, electromagnetic fields, (electronic) detector responses, etc., and
time-dependent (4D) modelling of, for example, decaying particles and/or moving objects. A variety of
visualization tools is provided, as well as connectivity to data-analysis software and computer-aided design
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(CAD) programs (for geometry input). It is necessary that the user provide a set of C++ objects that are built
upon the Monte Carlo core of the program in an object-oriented approach. Although GEANT was originally
developed for high-energy physics, GEANT4 includes a low-energy electromagnetic physics package [122].
Very recently, an implementation of the PENELOPE electromagnetic physics has also been added to the code.

GEANT4 has recently found use in a variety of medical physics applications [143l. [144] A benchmark of
GEANT4 electron and photon transport against other Monte Carlo codes and measurements has recently
been published by Carrier, et al. [145]. This study shows good agreement for photons and fair agreement for
electrons, although some non-negligible differences, for example, with EGSnrc, were found. A recent
application of GEANT4 to calculate the dose distribution about an intravascular beta radiation source similarly
shows non- negI|g|bIe d|fferences between GEANT4 and PENELOPE [75]. Although GEANT4 has not yet been
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code
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exten
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opment and |mprovement of the code (new versions are released on a regular basis) mak
le of GEANT4 in medical physics will become more important in the near future.

ATE (GEANT4 Application for Tomographic Emission), a modular, scripted, GEANT4-based
which, in contrast with GEANT4 itself, does not require the user to be familiar with C++ [1
ode was developed primarily for nuclear medicine applications (modellingof PET and SPEC
sions into other domains such as radiotherapy and dosimetry are currently being developed

Modelling of electron transport

physical processes being modelled when simulating the transport of electrons through matt
bring by (screened) atomic nuclei, inelastic collisions, with atomic electrons causing either

ionization, Bremsstrahlung production and the emission ef\X-radiation and Auger electrons follow

impa
are s
partig
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An in
elect
relati
large

In a
samg

Ct ionization. Nuclear processes that occur only at high electron energies are often neglect
pmetimes simply modelled as electrons with the,addition that annihilation photons are crea
le comes to rest. More elaborate models use separate positron cross-section tables and
on decay processes, such as in-flight annijhilation and three-photon annihilation.

nportant difference between the Monte Carlo modelling of the transport of charged partic
ons, and uncharged particles, such as photons, lies in the fact that uncharged particle
ely small number of discrete interactions per particle track, whereas charged particles un
number of Coulomb interactions with the electrons and atomic nuclei in the material along t

Monte Carlo simulation™of, for example, photon transport, the distance to the next photon
led using the appfopriate attenuation coefficient and the type of interaction is samp

the ongoing
e it likely that

5 context, it is interesting to note that the OpenGATE collaboration has recently released the first version

Monte Carlo
461 Although
T scanners),

br are elastic
excitation or
ing electron-
bd. Positrons
ed when the
include rare

les, such as
S undergo a
dergo a very
eir path.

interaction is
ed from the

priate relative probabilities. The history of each photon is continued from interaction to interaction until
hoton is either‘absorbed or escapes the problem boundary, or its energy falls below a chosen cut-off

apprq
the p

energy at which th&_remaining energy of the photon is locally deposited [50].
It is gossiblesto-adopt a similar approach for electrons. Monte Carlo codes in which this is done are commonly
referfed to\as single-scattering codes. However, for electrons with an initial energy above, spy, 100 keV,

simulating ‘each individual Coulomb interaction |s computatlonally very expenswe In addltlon whereas rather

information than is generally known on the d|fferent|al electron-atom inelastic-scattering cross-sections [47].
For these reasons, single-scattering models are not normally applied in general-purpose Monte Carlo codes.
Instead, a so-called condensed-history approach is usually applied. In such a model, each electron track is

subdivided into a series of track segments, usually called “steps”. Instead of modelling the individual elastic
and inelastic collisions along each step, a so-called multiple-scattering algorithm is used to sample the net
(cumulative) energy loss and angular deflection once per step only. A detailed discussion of the condensed-
history Monte Carlo technique, including a rather complete overview of the various multiple-scattering theories,
can be found in the classic work by Berger [49] which is still remarkably up-to-date. Some important aspects of
condensed-history electron transport modelling are briefly discussed in Clause E.4, including a discussion of
potential problems and pitfalls.
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E.3 Important considerations in Monte Carlo beta radiation dose simulations

In any form of radiotherapy, to minimize the overall uncertainty in the dose delivered to the patient, it is crucial
to know with a sufficiently low uncertainty the dose distribution delivered by the radiation source to water. In
cases where Monte Carlo methods are applied to determine this dose distribution, it is very important to
realize that, similar to a measurement, the uncertainty in the result of any Monte Carlo simulation is comprised
of several components of uncertainty, which can be classified into two categories: components of uncertainty
evaluated by statistical methods (type A evaluation) and components of uncertainty evaluated by other than
statistical means (type B evaluation). Therefore, when performing a Monte Carlo dose calculation, it is
necessary to consider and quantify both categories of uncertainty components. Since the means to do so are
very different for the two categories, they are discussed separately in the following paragraphs.

The result of any Monte Carlo simulation represents the mean of the contributions from a large number of
histories. This mean is associated with a standard deviation (determined by a type A evaluation) that;depends
on the numier of histories, N, and is approximately proportional to 1/ . The number of hjstories should,
therefore, bg chosen large enough to decrease this uncertainty to a suffrcrently low level. ltris-conveni¢nt to
define a figufe of merit, FOM, equal to 1/ %+ [147] where o is the standard deviation and ¢is*the computation
time. A morg| efficient run has a larger FOM because less computer run time is required tg reach a given yalue

of 0. The FOM is expected to stay constant with N because o’is proportional to 1/N and ¢ is proportionaljto N.

psult.
given
ction

5 not

It is important to realize that the number of histories, in itself, is not at all indicative of the quality of the 1
First, the FOM and, therefore, the number of histories required to decrease the“standard deviation to a
level, can very different for different problems. Second, adequate(application of variance-redy
techniques g¢an dramatically increase the FOM (although it is necessaty to take care that this doe
introduce systematic errors as is discussed further below).

Fortunately, Imany codes provide an estimate of the standard.deviation, o, together with the mean qf the
quantity of inferest. Of course, this estimate of o should always be reported as a part of the result. Howeyer, it
is important fo realize that this number is only an estimate of;the standard deviation. It is quite possible fqr this
estimate to be significantly too low at a given number of|N, a situation called false convergence. On¢ can

experience, For
this reason,
deviation. Fi
reliable (e.g.
possible to 1
FOM remaing
path has sigH
model to sar
point where {
to check the

some codes provide a number of checks to assess the reliability of the estimated sta
st of all, the estimate of the relative-standard deviation should be sufficiently low for it
below 5 % or 10 %, depending on_the type of scoring method). Furthermore, it is, for exa
honitor whether o indeed decreases inversely proportional to JN | in other words, whethé
5 constant with N. A sudden-sharp decrease in the FOM indicates that a rarely sampled rad
ificantly affected the tally'mean and standard deviation. In that case, the user should redefin
hple that rare path more frequently (e.g. using variance-reduction methods), or increase N
he rare path has been-sampled sufficiently often. Discussions of these, and several other m
guality of the endresult can, for example, be found in Reference [147].

Besides the
lead to sig

standard deviation associated with the mean of the quantity of interest, all other factors tha
ificant additional components of uncertainty should be assessed and quantified. T

n such cases, that the estimate of o suddenly rises when additional histories are being run.

ndard
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3 Worl 3 2 ih fact,
dominated by other components of the uncertarnty A careful assessment of such other components of
uncertainty is, therefore, of utmost importance. They can be introduced at the level of the interaction data
libraries, the code and the modelling of the problem, topics that are discussed one by one in the following
paragraphs.

components [of uncertainty are, in most cases, determined via a type B evaluation. With the computer

The accuracy of any radiation-transport calculation depends critically on the accuracy of the input data, of
which the radiation interaction data form an important part. Fortunately, the ongoing evaluation of interaction
data libraries is expected to lead to a gradual decrease of the associated uncertainties with time. The
uncertainty in current compilations of electron interaction data varies depending on the energy range and
element as can be illustrated by the estimated uncertainties stated in the ICRU Report 37 [126]. The
uncertainties in collision-stopping powers are estimated to be 1 % to 2 % for electrons with energies above
100 keV. Between 10 keV and 100 keV, they are estimated to be 2 % to 3 % for low-Z materials and 5 % to
10 % for high-Z materials. The uncertainties of radiative-stopping powers are estimated to be 5 % below
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2 MeV, 2 % to 5 % between 2 MeV and 50 MeV and 2 % above 50 MeV. These uncertainties are considered
to be approximately at the level of two standard deviations and of type B [148],

For current compilations of photon interaction data, the estimated uncertainty in the total attenuation
coefficient of low-Z materials equals about 5 % between 1 keV and 5 keV, about 2 % between 5 keV and
~20 keV, about 1% for ~ 20 keV to ~ 10 MeV, above which it falls to about 0,5 % at ~ 30 MeV [148] [149],
Although there are no clear statements on how to interpret these uncertainties, it seems reasonable to
assumﬁig]at they correspond to a confidence limit of 95 % (approximately two standard deviations) and are of
type B .

Although the uncertainties in the cross- sectlons give rise to uncertalntles in the end result of any calculation, it

rors to (partly) cancel each other outin a S|mulat|on mvolvmg many particles of d|fferent ene

different paths. In this context, it is worthwhile to note that, for example, measured dose
electron beams in water are very well reproduced by Monte Carlo results obtained with rece
-section libraries [150],

along
from
Cross

Components of uncertainty can also arise at the level of the code itself. Potential) sources of un
inclugle, but are not limited to, limitations of the mathematical models used to/Simulate the radia
physics (see, for example, the discussion on possible artefacts in electron transport simulations i
the duality of the representation of the radiation interaction data and the' sampling thereof (i
intergolation schemes), the quality of the random number generator, coding errors (bugs), etc.
can

gene
relea
nove
nece
and i

ral-purpose codes) tends to decrease these uncertainties. HoweVver, it is necessary to note t

areas of application can reveal previously unknown-shortcomings. Therefore, there
5sity to benchmark Monte Carlo codes and particular<ecode versions carefully, and to deve
mprove appropriate benchmarks for each area of application.

A thifd, rather common, and often important class Of-Uncertainty components, is found in the act
of the¢ problem by the user. Very often, not_all, parameters of the source, the problem geom
matefials are known exactly. For example, there can exist uncertainties in the angular and energy
of thg radiation emitted by the source. If the_source is a radioactive source, the angular distributio
be isptropic, but uncertainties can arise yfrom non-uniformities in the spatial distribution of the
and/gr from contaminant radionuclides that can be present in any real source. Similarly, the
unceftainties in the dimensions_of-the source and problem geometry. The same applies to

compositions and mass densities_of the materials in the problem. Manufacturing tolerances in th
and [material properties of the source capsule, for example, can lead to significant un

pe said that the ongoing validation and continuous improvement of codes (especially the

mple, possible
rgies moving
distributions
nt codes and

ertainty may
ion transport
Clause E.4),
ncluding e.g.
In general, it
well-known
hat each new

e of a code can contain new errors and bugs. Furthermeore, the use of these codes in different and/or
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bsorption of the emitted radiation in the capsule is important, as is often the case for b

bnstruction of their-sources, including tolerances on the source dimensions and material proy

es. It is, therefore,\important that source manufacturers provide complete and accurate d3

eta radiation

the results unless charged particle equmbrlum (CPE) can be assumed for electrons W|th energies below the
cut-off energy. Another general issue is the use of variance-reduction techniques, which can also speed up a
problem but which tend to modify the modelling of the transport physics and can, therefore, introduce a bias in
the results if not used cautiously. A physics modelling issue of particular interest for clinical beta radiation
dose simulations is the proper setting of the various parameters required by the condensed-history electron
transport algorithms, such as those related to the electron (sub)step size. Some background information on
the condensed-history approach is provided in Clause E.4, including a discussion of potential problems and
pitfalls.

Another interesting issue, especially in cases where the dose gradients are steep, is the choice of the voxel
size when a grid (or mesh) of scoring voxels is used to track the energy deposited by particles. On one hand,
the voxel size influences the standard deviation in the calculated dose; in very small voxels, relatively few
energy deposition events are scored, resulting in a larger standard deviation. On the other hand, when the
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voxels are very big, large dose variations can occur over the voxel volume. In these circumstances, it
becomes difficult to define the “effective point of measurement” (see 7.4), since only the average dose in the
voxel is known. Also, it becomes difficult to derive the results at intermediate positions because of
interpolation problems. For these reasons, the voxels should be kept small enough that the dose can be
considered reasonably constant over the voxel volume. For typical clinical beta radiation sources, the dose
gradients can be of the order of 10 % per 0,1 mm, which means that the voxels should have dimensions of the
same order of magnitude.

It is clear from the above discussion that the user carries a large part of the responsibility for obtaining
accurate results. Of course, the user should know the code well. The manual and other documentation
provided with the code, as weII as the scientific Ilterature can be con3|dered |nd|spensable in this respect. The
properlnstal and-operation-of-the-code-and-datalibraries—-can—-be—verified sWat-Valalalaals Sladal ore,
the user can try to reproduce the results of published work in the same or similar field, WhICh can also|be a
good exercise to become more familiar with the code. The user should model the problem very meticulgusly,
defining the geometry and materials accurately, using proper energy cut-offs and other transport parameters,
making sur¢ to simulate all relevant particle types, cautiously using variance-reduction, avgiding
boundary-crgssing and/or step-size artefacts, etc.

The user shpuld also thoroughly assess the uncertainty associated with the result;“including not only the
standard devjiation that many codes provide automatically with the calculated mean{but also all other relevant
components [ of uncertainty as discussed above. Fortunately, many components of uncertainty cgn be
estimated ina relatively straightforward way. For example, the uncertainty due t6 dimensional manufacturing
tolerances can be assessed by means of a sensitivity analysis in which the‘relevant dimensions are \aried
between the|minimum and maximum values specified on the technical{drawings. Similarly, the influence of
uncertainties| in materials properties, source emission properties, et¢., can be evaluated. In the cape of
variance-redyiction techniques, one can vary one or more of the associated parameters to investigate whether
there are ind|cations of bias.

E.4 Condensed-history electron transport simulation

For the reasons given in Clause E.2, a so-called>¢ondensed-history approach is often used to modegl the
transport of |charged particles such as electrons.through matter. In such a model, each electron trgck is
subdivided igto a series of track segments, usually called “steps”. Instead of modelling the individual dlastic
and inelastic| collisions along each step, the.net (cumulative) energy loss and angular deflection are sampled
only once per step. The sampling of angular deflection may be based on a so-called multiple-scatfering
formalism. Ope example is the impleniéntation, in EGS4, of the theory by Moliére [191]. The Moliére distrifution
is a universal function of a scaled—angular variable, which makes it relatively easy to sample the ar|gular
deflection forf arbitrary step lengths, during a run. A disadvantage of this theory is that it is based on a gmall-
angle approximation, so large-angle deflections are modelled less accurately. Another multiple-scatjering
theory, the Goudsmit-Saunderson formalism [126]  is valid for all scattering angles. However, sampling the
angular defldction for arhitrary step lengths during a run is less straightforward, so codes based on this tHeory,
such as ETRAN, ITS\and MCNP, usually sample the deflection angle from stored multiple-scatfering

distributions that havesbeen calculated for a pre-selected set of path lengths during the initiation phase ¢f the
run [152],

Thesamp“n gleciron-energ a M3 pe_gaone -n eren A lg‘n‘gn‘ commaon mage-petween
so-called class | and class Il algorlthms [49], [53], [153]; see Figure E 1

In a class | code, the primary electron is not directly affected by the generation of a secondary electron.
Instead, energy straggling (i.e., the fluctuation in electron energy due to differences in the energy lost by
different electrons of equal initial energy traversing the same path length) due to the creation of secondary
electrons is taken into account explicitly in the algorithm used to sample the energy loss for each electron step.
Examples of such codes are ETRAN and MCNP, in which the energy loss is sampled from the Landau
straggling distribution [194l. An advantage of this approach is that energy straggling is always modelled
accurately, even if a high-energy threshold for knock-on production is applied. This can greatly speed up a
simulation if the transport of low-energy secondary electrons is not important. A disadvantage of the class |
approach is the possibility for negative energy loss events in small voxels. Such events can occur if the
energy carried out of a voxel by a secondary electron created within it is larger than the amount of energy
deposited in the voxel by the primary (and secondary) electron.
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