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Foreword 
I S 0  (the International Organization for Standardization) is a worldwide federation of 
national standards institutes ( IS0 member bodies). The work of developing Inter- 
national Standards is carried out through I S 0  technical committees. Every member 
body interested in a subject for which a technical Committee has been set up has the 
right to be represented on that committee. International organizations, governmental 
and non-governmental, in liaison with ISO, also take part in the work. 

Draft International Standards adopted by the technical committees are circulated to 
the member bodies for approval before their acceptance as International Standards by 
the IS0 Council. 

International Standard I S 0  5725 was developed by Technical Committee ISO/TC 69, 
Applications of statistical methods, and was circulated to the member bodies in 
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INTERNATIONAL STANDARD IS0  5725-1981 (E) 

Precision of test methods - Determination of 
repeatability and reproducibility by interflaboratory tests 

I 

O Introduction 

0.1 Tests performed on presumably "identical materials" 
(see 4.2) in presumably identical circumstances do not, in 
general, yield identical results. This is attributed to unavoidable 
random errors inherent in every test procedure; the factors that 
may influence the outcome of a test cannot all be completely 
controlled. In the practical interpretation of test data, this 
variability has to be taken into account. For instance, the dif- 
ference between a test result and a value specified by contract 
may be within the scope of unavoidable random errors, in 
which case a true deviation from specification has not been 
established. Similarly, comparing test results from two batches 
of material will not indicate a fundamental quality difference if 
the difference between them can be attributed to inherent 
variation in the test procedure. 

0.2 Many different factors (apart from error due to a lack of 
homogeneity of samples) may contribute to the variability of a 
test procedure, for example 

operator, using the same equipment, while reproducibility 
refers to tests performed in different laboratories, which implies 
different operators and different equipment. Under repeat- 
ability conditions, factors a) to d) listed in 0.2 are considered as 
constants and do not contribute to the variability, while under 
reproducibility conditions they vary and contribute to the 
variability of the test results. 

1 Scope 

This International Standard provides practical numerical defini- 
tions for the repeatability r and the reproducibility R of the 
results of a standard test method. 

It discusses the implications of these definitions, and presents 
some practical rules for the interpretation of r a n d  R .  

It also describes the organization and analysis of inter- 
laboratory experiments for the numerical determination of r 
and R. 

a) the operator; 
2 Field of application 

5 )  the instruments and equipment used; 

c) the calibration of the equipment; 

d) 
etc. 

the environment (temperature, humidity, air pollution), 

The variability will be larger when the tests to be compared 
have been performed by different operators and/or with dif- 
ferent instruments than when they have been carried out by a 
single operator using the same instrumenrs. Hence, many dif- 
ferent measures of variability are conceivable according to the 
circumstances under which the tests have been performed. 

0.3 However, two extreme measures of variability, termed 
repeatability and reproducibility, have been found sufficient to 
deal with most practical cases. Repeatability refers to tests per- 
formed a t  short intervals (see 4.3) in one laboratory by one 

This International Standard is exclusively concerned with test 
methods the results of which are expressed quantitatively. 

This International Standard is primarily intended to be applied 
to test methods that have previously been standardized and 
that are used in different laboratories. 

With slight modifications this International Standard may also 
be applied to test methods in use within a single laboratory (see 
3.1.5) but this case has not been dealt with in this document. 

Only the simplest type of experiment needed for estimating r 
and R is considered. This consists of tests made on samples of 
identical material sent to a number of different laboratories for 
testing. 

This International Standard does not provide measures of the 
errors in estimating r a n d  R (see 3.5). 
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IS0  5725-1981 (E) 

Section one : General principles 

3 Quantitative definitions of repeatability 
and reproducibility of a standard test method 

3.1 For practical purposes, quantitative definitions are 
needed; those given below are according to IS0  3534.[1] 

The repeatability r is the value below which the absolute dif- 
ference between two single test results obtained with the same 
method on identical test material, under the same conditions 
(same operator, same apparatus, same laboratory, and a short 
interval of time), may be expected to lie with a specified 
probability; in the absence of other indications, the probability 
is 95 %. 

The reproducibil i ty R is the value below which the absolute 
difference between two single test results obtained with the 
same method on identical test material, under different con- 
ditions (different operators, different apparatus, different 
laboratories and/or different time), may be expected to lie with 
a specified probability; in the absence of other indications, the 
probability is 95 %. 

In the above and elsewhere in this International Standard, a 
single test result is the value obtained by applying the standard 
test method fully once to a single specimen, and as such may 
be the mean of two or more observations or the result of a 
calculation from a set of observations as specified by the 
method. 

3.1.1 The definitions apply to continuous variables. When the 
test result is discrete or is rounded off, r and R are each the 
minimum value equal to or below which the absolute difference 
between two single test results is expected to lie with a 
specified probability (95 % in the absence of other indications). 

3.1.2 The symbols r and R for the repeatability and 
reproducibility are already in general use. In I S 0  3534, r is 
recommended for the correlation coefficient and R (or w )  for 
the range of a single series of observations. There should, 
however, be no confusion as, when quoted in a standard 
method, the full wording repeatability r and reproducibility R 
should be used. 

3.1.3 The statistical analysis of section three aims at the 
determination of r a n d  R corresponding to a 95 % probability. 
Values for other probabilities can easily be derived from these, 
as explained in section four. If required, the probability level 
adopted can be attached as a subscript, for example rg5, Rg5, or 
rs, RB. 

3.1.4 The definition of repeatability in 3.1 applies to any test 
method within any laboratory. When a test method has been 
standardized, it may be expected that the repeatability will be, 
at least approximately, the same for all laboratories using the 
standard procedure; and the main purpose of this International 
Standard is to establish a standard experimental method for 
determining the repeatability of a standard test method. 

With slight modifications, however, the same type of experi- 
ment can also be used to determine the repeatability of a test 
method in use within a single laboratory. If so, it should always 
be stated clearly that the value of the repeatability obtained is 
only valid within the laboratory in question. 

3.1.5 The terms reproducibility and repeatability as defined in 
3.1 cover the conditions of maximum and minimum variation 
respectively. Other intermediate measures could be envisaged, 
for example the variability of results within a laboratory over a 
long period of time when recalibration may have occurred. 
Such measures have not been dealt with in this document. 

- 
3.2 The terms repeatability and reproducibility are used 
because they have been in common use for several years, but 
according to statistical terminology, r and R are critical dif- 
ferences at the 95 % probability level valid for two single test 
results obtained under repeatability or reproducibility con- 
ditions. Also, it is sometimes the practice to carry out two or 
more tests and a critical difference corresponding to the 
average of such tests may be preferred instead of the 
repeatability r or the reproducibility R as defined in 3.1. Critical 
differences valid under such modified conditions can all be 
derived from the values of r and R as defined in 3.1. The re- 
quisite formulae and conversion factors are given in section 
four. 

4 3.3 
serve : 

r and R may be applied in a variety of ways. They can 

- 

is up to standard; 
to verify that the experimental technique of a laboratory 

- 
of material with a specification; 

to compare tests performed on a sample from a batch 

- 
consumer on the same batch of material, etc. 

to compare test results obtained by a supplier and a 

Some of these various uses of repeatability and reproducibility 
are also discussed in section four. 

3.4 Precision is a general term for the closeness of agreement 
between replicate test results. Thus, the repeatability r and the 
reproducibility R describe the precision of a given test method 
under two different circumstances of replication. A series of 
inter-laboratory trials organized with the specific purpose of 
determining r and R will therefore be referred to in this Inter- 
national Standard as a precision experiment. 
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IS0 5725-1981 (E) 

3.5 As a consequence of the unavoidable random errors in 
the test results, the values of r a n d  R derived from a precision 
experiment are estimated values. The method recommended in 
this International Standard has, however, been found to yield 
values sufficiently precise to satisfy practical requirements, pro- 
vided that the laboratories employing the method for normal 
purposes are similar to those that participated in the precision 
experiment. The precision estimates should be re-estimated if 
at some future date evidence is available that the laboratories 
which participated in the original precision experiment were not 
representative of those currently using the test method. 

4 Practical implications of the definitions 

k- 4.1 Standard test method 

4.1.1 The definition of reproducibility in 3.1 refers to a stan- 
dard test method and, as stated in clause 2, it is for these 
methods that this International Standard is primarily intended. 
This means that there must be a standard : that is a written 
document that lays down in full detail how the test should be 
carried out, including how the test specimen should be ob- 
tained and prepared. That standard must be applied in all the 
tests forming part of a precision experiment. The values of r 
and R derived from such an experiment should always be 
quoted as valid only for tests carried out according to that stan- 
dard. 

4.1.2 The existence of a standard implies the existence of a 
standardizing authority (such as ISO), within which there is a 
standards panel or working group responsible for the establish- 
ment of t h e x n d a r d  under consideration. 

4.1.3 In this International Standard, an essential distinction is 
made between standardization experiments carried out by 
the standards panel in order to establish the standard, and a 
precision experiment organized in order to determine the 
repeatability and reproducibility once the standard has been 
established. 

', 

The standardization experiments may provide information on 
the value of the repeatability and reproducibility but this infor- 
mation will not be used in the final determination of precision. It 
is assumed that r and R have to be estimated exclusively from 
the data resulting from a precision experiment specially 
organized for this purpose. 

It is further assumed that the planning and organization of a 
precision experiment is a separate task to be entrusted to a 
precision panel. There is no reason why this should not be the 
same as the standards panel. 

4.1.4 A precision experiment usually requires the co- 
operation of a larger number of laboratories and the collection 
of a larger number of test results than is needed in a standard- 
ization experiment. Hence, the standard test method is tried 
out on a larger scale than before and a precision experiment 
must also be considered as a final test concerning the adequacy 
of the standard. In particular, pronounced differences between 

the results reported by different laboratories may indicate that 
the standard is not yet sufficiently detailed and can possibly be 
improved. If so, this should be reported to the standards panel 
with a request for further investigation. [See 9.6, 17.2 b) and 
c), and 17.3.1 

4.2 Identical material 

4.2.1 According to the definitions of 3.1, tests to determine 
the repeatability and the reproducibility must be made on iden- 
tical material. In most cases, the material on which a test is per- 
formed is either destroyed or undergoes a change. In reality, 
identical material therefore means that the tests are performed 
on samples taken from a homogeneous batch of material. The 
degree of homogeneity of the batch from which these samples 
are taken is then of great importance. 

~ 

4.2.2 A fluid or a fine powder can be satisfactorily hom- 
ogenized by stirring. If the material to be tested consists of a 
mixture of powders of different relative density or of different 
grain size, some care is needed because segregation may result 
from shaking, for instance during transport. 

4.2.3 When the tests have to be performed on specimens of 
solid materials which cannot be homogenized - such as 
metals, rubber or textile fabrics - and when the tests cannot 
be repeated on the same test piece, then the variability among 
test pieces due to the heterogeneity of the material will be in- 
separable from the error variability of the test equipment, and 
will form an inherent part of both the repeatability and the 
reproducibility. 

4.2.4 In practice, r a n d  R are often used in order to compare 
batches of commercial material with a specification, or to make 
a comparison between two batches of material. It is then 
essential that any heterogeneity in such batches of commercial 
material be incorporated in the values of r a n d  R .  Whether or 
not this is the case will depend on the way the samples used in 
the precision experiment are prepared. The point should be 
carefully considered in planning these experiments. 

4.2.5 When the tests have to be performed on discrete ob- 
jects which are not altered by testing, the tests could, in prin- 
ciple at least, be carried out using the same set of objects in 
different laboratories. This, however, would necessitate cir- 
culating the same set of objects around many laboratories often 
situated far apart, in different countries or continents, with a 
considerable risk of loss or damage during transport. 

4.2.6 In some circumstances, many of the details of this Inter- 
national Standard may need to be modified, but in a large pro- 
portion of cases, it should be possible for the essentials of this 
International Standard to be complied with. 

4.2.7 
unstable. (See 9.3.) 

Special precautions should be taken where samples are 

3 

STANDARDSISO.C
OM : C

lick
 to

 vi
ew

 th
e f

ull
 PDF of

 IS
O 57

25
:19

81

https://standardsiso.com/api/?name=55a0cf0d21f356dfe8f30360f300c731


IS0  5725-1981 (E) 

4.3 Short intervals of time 

According to the definition of 3.1, tests for the determination of 
repeatability have to be made under constant operating con- 
ditions. This must be interpreted as meaning that, during the 
time the tests are made, such factors as listed in 0.2 can be kept 
constant. In practice, tests under repeatability conditions 
should be conducted in as short a time as possible in order to 
minimize changes in these factors, which, particularly in the 
case of 0.2 d), cannot always be guaranteed constant. (See 
10.4.1.) 

5 Statistical model 

variable is assumed to be approximately normal but, in practice, 
it is sufficient that it is unimodal. Its variance will be denoted by 

var(B) = O: 

and called the between-laboratory variance. 

O: includes the between-operator and between-equipment 
variabiiities. 

5.3.2 In general, B can be considered as the sum 

B = Bo i B, 

of a random component Bo and a systematic component B,. 
5.1 Definition 

For estimating the precision of a test method, it is useful to 
assume that every single test result y is the sum of three com- 
ponents : 

y = r n i B i e  . . . (1) 

where, for the particular material tested, m is the average, B is a 
term representing the deviation of the laboratories from rn and 
e is a random error occurring in every test. 

Other models are sometimes used but it is considered that 
equation (1)  will cover the majority of practical cases. (See 5.6.) 

5.2 Average, m 

5.2.1 The average rn of the material tested will be called the 
level of the test property; different materials (for example dif- 
ferent compositions of concrete) will correspond to different 
levels. 

5.2.2 In some situations, the concept of a true value p of the 
test property rnay hold good, for example the true concentra- 
tion of a solution that is being titrated. The level m is, however, 
not necessarily equal to the true value; a difference (rn - p ) ,  
when it exists, is called the bias of the test method. 

When r or R is used to test the difference between two test 
results, a bias will have no influence and can be ignored. But 
when r or R are used to compare test results with a value 
specified in a contract or in a standard, a bias will have to be 
taken into account if the specification refers to the true valuep 
and not to the level m. If a true value exists and is known, the 
analysis of a precision experiment may indicate that there is a 
bias. (See 19.2.5.) 

5.2.3 In many technical situations, however, the level of the 
test property is exclusively defined by the test method and the 
notion of an independent true value does not apply. 

5.3 Term B in the model (5.1) 

5.3.1 This term is considered to be constant during any series 
of tests performed under repeatability conditions, but to 
behave as a random variable in a series of tests performed 
under reproducibility conditions. The distribution of this 

5.3.3 In a single laboratory, such factors as listed in 0.2 can- 
not be kept completely constant in the long run. Hence, within 
laboratories, long-term variabilities will exist larger than those 
accounted for by the repeatibility. These long term variations 
will contribute a random component Bo to B. 

5.3.4 In addition, there may exist permanent systematic dif- 
ferences between laboratories. Serious systematic differences 
may result from misreading of the standard for the test method 
or from the use of inadequate equipment. They should be in- 
vestigated and corrected, and are not considered as included in 
the term B. Unavoidably, however, some systematic dif- 
ferences will remain between different laboratories. These rnay 
be due to the use of different measuring instruments or work- 
ing in different climatic conditions, but even without such gross 
differences, variation can arise from operator technique and 
also from one instrument to another of the same make due to 
manufacturing variations. These will all contribute a systematic 
component B, to B. 

5.3.5 If there are in all N laboratories likely to use the method 
at any time, B, will take only Ndiscrete values and the term B i n  
the model (5.1) can only be considered as a random variable if 
either the systematic differences B, are so small that they can 
be ignored, or else if the test results from which the 
reproducibility criterion is obtained were carried out by 
laboratories that can be considered as selected a t  random from 
all the laboratories likely to use the method. 

- 

5.3.6 Therefore, some caution is needed when the test results 
to be compared are always performed by the same two 
laboratories. The example on the determination of the soften- 
ing point of pitch given in clause 22 provides an illustration of 
this in that the results from laboratory 11 are consistently lower, 
by about 4 O C ,  than those from laboratory 1. 

5.4 Error term e in the model (5.1) 

5.4.1 This term represents a random error occurring in every 
single test result. The distribution of this variable is assumed to 
be approximately normal but, in practice, it is sufficient that the 
distribution is unimodal. Within a single laboratory, its variance 

var(e) = OW 
is called the within-laboratory variance. 
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5.4.2 It may be expected that o’, will vary between 
laboratories due to differences in the skills of the operators or in 
the quality of the equipment used. This International Standard 
assumes, however, that when a test method has been properly 
standardized, the differences between laboratories should be 
small so that it is justifiable to establish a common value for the 
within-laboratory variance valid for all laboratories using the 
standard method. 

5.4.3 This common value, which is an average of the 
variances taken over the laboratories participating in the pre- 
cision experiment, will be called the repeatability variance and 
be designated by 

Gr (e )  = of 

5.5 Relation between the model (5.11, r and R 

When the model (5.1) is adopted, the repeatability r and the 
reproducibility R are given by 

L 

r = f&a, 

R = f & Jm= f & CR . . . (3) 

where (O: = O: + of) is called the reproducibility variance. 

The coefficient .,/Tis derived from the fact that r a n d  R refer to 
the difference between two single test results, and f is  a factor 
whose value depends both on the number of test results 
available for estimating the variances of and o;, and on the 
shape of the distributions of the random components B and e in 
the model. However, if these distributions are approximately 
normal (in practice unimodal), the number of test results is not 
too small, and if the probability level is 95 %, the factorfwil l 
never differ much from the value 2 and the use of this value 
throughout is therefore recommended in this International 
Standard. (Taking into account variations in f would lead to 
considerable complications that would not effectively con- 
tribute to the practical value of r a n d  R.)  

Hence : 

r = 233 O, 

R = 2,83 OR 

As the values of repeatability variance (of) and the reproduci- 
bility variance (06) are not known, their estimates $and 4 are 
used instead. 

5.6 Suitability of the model (5.1) 

It is clear that the model presented in 5.1 is an approximation 
that, by extensive experience, is known to satisfy practical 
requirements as a working hypothesis for designing the 
experiments and analysing the data. The point of view adopted 
in this International Standard is that the model is an acceptable 
approximation so long as the experimental requirements of 
section two are heeded and the statistical tests of section three 
do not yield significant results and thereby indicate its 
unsuitability. What action should be taken when these 

statistical tests indicate that the model is unsuitable will be 
discussed together with these tests. 

6 Design of a precision experiment 

6.1 One layout is as follows : samples from q batches of 
material, representing q different levels of the test property, are 
sent t o p  different laboratories, which are instructed to perform 
n tests under repeatability conditions at each level. These n 
tests are thus made on identical material and this type of experi- 
ment will be called a uniform-level experiment. 

6.2 An alternative, preferred in certain cases (see 10.4.21, is 
the split-level experiment; each level is split into two sub-levels 
A and 6, which are only slightly different. Each laboratory 
receives one sample from each of these sub-levels for testing. 

6.3 These layouts are fully exemplified by the case studies in 
section five and will not be discussed here. Practical considera- 
tions in planning and execution are deferred to section two. 

7 Analysis of the data 

7.1 The analysis of the data produced by a precision experi- 
ment must be considered as a statistical problem to be en- 
trusted to a statistical expert. (See 8.2 and 9.2.) 

7.2 Three successive stages can be recognized, namely 

a) a critical examination of the data in order :O identify and 
treat outliers or other irregularities, and contingently to test 
the suitability of the model; 

b i  
level separately; 

computation of preliminary values of r and R for each 

c) establishment of final values of r and R including the 
establishment of a relation between r, R and m when the 
analysis indicates that they depend on the level m. If r 
and/or R are judged to be independent of m, the final 
values taken are the simple average over the levels. 

7.2.1 As detailed in sub-clauses 14.8 to 14.11, the analysis of 
a precision experiment recommended in this International Stan- 
dard first computes for each level estimates, $and $, of the 
repeatability variance and the between-laboratory variance, as 
defined in 5.4.3 and 5.3.1 respectively, and from these derives 
the values of the repeatability r a n d  the reproducibility R. 

7.3 The analysis, especially stage a) described in 7.2, in- 
cludes a systematic application of statistical tests. A great 
variety of statistical tests that might be used for the purpose of 
this International Standard is available from the literature. 

In order to standardize the statistical analysis as far as possible, 
a judicious choice had to be made, and only a limited number of 
statistical tests, as explained in section three, has been incor- 
porated in this International Standard. 
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Section two : Organization of an inter-laboratory precision experiment 

General remark 

The methods of operation within different organizations are not 
expected to be identical. Therefore, the contents of this section 
are only intended as a guide to be appropriately modified to 
cater for a particular situation. 

8 Personnel requirements 

8.1 Panel 

The actual planning of the experiment should be the task of a 
panel of experts familiar with the test method and its applica- 
tion. 

8.2 Statistical expert 

At least one member of the panel should have experience in the 
statistical design and analysis of experiments. 

8.3 Executive officer 

The actual organization of the experiment should be entrusted 
to a single laboratory, and a member of the staff of that 
laboratory shall take full responsibility. He will be the executive 
officer. 

8.4 Supervisors 

A staff member in each of the participating laboratories should 
be made responsible for organizing the actual performance of 
the tests in keeping with instructions received from the ex- 
ecutive officer, and for reporting the test results. 

8.5 Operators 

In each laboratory, the tests shall be carried out by one 
operator selected as representative of those likely to perform 
the tests in normal operations. He should be instructed by the 
supervisor as to the dates on which, and the order in which, the 
tests have to be carried out, but the instructions should not 
amplify the test method itself. 

9 Tasks and problems 

9.1 
panel : 

The following questions should be discussed by the 

a)  Is a satisfactory standard for the test method available? 

b) What is the range of levels encountered in practice? 

c) 
(See 10.1.) 

How many levels should be used in the experiment? 

d i  What are suitable materials to represent these levels? 

e) Should the material be specially homogenized before 
preparing the samples or should the heterogeneity in the 
material be included in the values of r a n d  R? (See 10.3.) 

f )  What number n of replicates should be specified and 
what amount of material should be sent to the laboratories? 
(See 10.1.) 

g) Should each laboratory be sent n separate samples for 
each level or one sample for n replicate tests? (See 10.3.) Or 
is a split-level experiment desirable? (See 10.4.2.) 

h i  Should the laboratories be sent additional material for 
practical exercises before the official tests are performed? 
(See 10.5.4.) 

U 

j)  How many laboratories should be recruited to co- 
operate in the experiment? (See 10.1 . )  

k) 
quirements should they satisfy? (See 10.2.) 

How should the laboratories be recruited and what re- 

m) Which are the details concerning the test method 
when the application is difficult? What kind of precisions are 
given to minimize these difficulties? 

n) What instructions should be issued to the supervisors 
concerning the execution of the tests, and to how many 
significant figures should the test results be reported? (See 
10.4.1 and 10.5.3.) 

p i  
the numerical test results? (See 10.6.) 

What information should be requested in addition to 

4. 

9.2 The task of the statistical expert is to contribute his 
specialized knowledge in designing the experiment, to analyse 
the data and to write a report for submission to the panel 
following the instructions contained in section three. 

9.3 
ment as planned by the panel, and in particular 

The task of the executive officer is to organize the experi- 

a) 
laboratories and see to it that supervisors are appointed; 

to enlist the co-operation of the requisite number of 

b) to organize and supervise the preparation of the 
materials and samples, and the despatch of the samples. 
For each level, a certain quantity of material should be set 
aside as a reserve stock; 

c) to give special instructions when samples are unstable; 

d) to draft instructions (including the interval of time be- 
tween consecutive determinations) and circulate them to 
the supervisors early enough in advance for them to raise 
comments or queries; 

STANDARDSISO.C
OM : C

lick
 to

 vi
ew

 th
e f

ull
 PDF of

 IS
O 57

25
:19

81

https://standardsiso.com/api/?name=55a0cf0d21f356dfe8f30360f300c731


I S 0  5725-1981 (E) 

e) 
working record and for reporting the test results; 

to design suitable forms for the operator to use as a 

f )  
the statistical analysis. 

to collect the test results and prepare a table suitable for 

9.4 The task of the supervisor is 

a) 
with the instructions of the executive officer; 

to hand out the samples to the operators in keeping 

b) 
should not take part in performing the test; 

to supervise the execution of the tests. The supervisor 

c) to collect the test results, with any anomalies or dif- 
ficulties experienced, and to report them to the executive 
officer . 

\ 
9.5 The task of the operators is to perform the tests accord- 
ing to the standard test method and to report any anomalies 
and difficulties experienced (see 10.5.2 and 10.5.5). 

9.6 The final task of the panel is to discuss the report by the 
statistical expert, establish final values for the repeatability and 
reproducibility, and decide if further actions are required for im- 
proving the standard for the test method or with regard to 
laboratories that have been rejected as outliers (see 11.6.4). 

9.7 As 9.2 and 9.6 are considered to be the final stages of the 
statistical analysis, further details will be given in section three. 

10 Comments on clauses 8 and 9 

10.1 Number of laboratories and levels 

No hard and fast rules can be laid down. The number of levels 
in a precision experiment should be chosen in relation to the 
range of levels to be covered, bearing in mind the cost of per- 
forming tests. 

If the range of levels is very wide, r a n d  R can be expected to 
depend on the level rn and the use of at least 6 levels seems 
desirable in order to establish the relation between these quan- 
tities in a satisfactory manner. 

For the example on the determination of the softening point of 
pitch given in clause 22 with a range of levels from 88 to 
102 OC, the use of 4 levels may be considered as more than is 
strictly needed. 

The number of laboratories should to some extent depend on 7 
the number of levels. It is recommended that the number of 
laboratories should never be less than 8, and if only a single 
level is of interest, the number of laboratories should preferably 
be higher, say 15 or more. - 1  
Regarding the value of n, the recommended figure is 2 except 
where it is customary to make a larger number of replicates, for 
example with certain simple physical tests. 

10.2 Recruitment of participating laboratories 

10.2.1 From a statistical point of view, the laboratories par- 
ticipating in a precision experiment should be chosen at ran- 
dom out of all laboratories likely to use the test method under 
investigation. Volunteers may not represent a realistic cross- 
section of laboratories. 

However, in practice, other considerations may intervene; for 
example, the requirement that the participating laboratories 
should be evenly distributed over different continents or 
climatic regions. 

The panel should decide the recruitment policy and the re- 
quirements for the participating laboratories. 

10.2.2 In enlisting the co-operation of the requisite number of 
laboratories, their responsibility should be clearly stated. An ex- 
ample of a questionnaire that may be used for this purpose 
follows. 
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Questionnaire on inter-laboratory study 

Titleofmethod(copyattached) : . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

1 Our laboratory wishes to participate in the co-operative testing of this method for precision data. 

YES 0 

2 As a participant, we understand that 

a) 
when the program begins; 

b) 
must be rigidly met; 

ci  

d) 

e) 

all essential apparatus, chemicals, and other requirements specified in the method must be available in our laboratory 

specified "timing" requirements (such as starting date, order of testing specimens, and finishing date) of the program 

the method must be strictly adhered to; 

samples must be handled in accordance with instructions; 

a qualified operator must perform the tests. 

Having studied the method and having made a fair appraisal of our capabilities and facilities, we feel that we will be adequately 
prepared for co-operative testing of this method. 

3 Comments : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Signature : . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Company or laboratory : . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Y' 
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10.3 Heterogeneity of material 

When the material to be tested is not homogeneous, it is impor- 
tant to prepare the samples in the manner prescribed by the 
method, preferably starting with one batch of commercial 
material for each level. Some modifications may be necessary 
to ensure that the amount of material available is sufficient to 
cover the experiment and keep a certain stock in reserve. For 
the samples at each level, n separate containers should be used 
where there is any danger of the material deteriorating when 
the container has once been opened, for example hygroscopic 
material, oxidation or loss of volatile components. In the case 
of unstable materials, special instructions on storage and treat- 
ment should be prescribed. 

In general, it is recommended that the material used in a pre- 
cision experiment and the range of materials to which r a n d  R 
therefore apply be clearly specified. 

10.4 Actual  organization of the tests 

10.4.1 With q levels and n replicates, each participating 
laboratory has to carry out q n  tests. The performance of these 
tests should be organized and the operators instructed as 
follows : 

a) 
operator using the same equipment throughout. 

All qn  tests should be performed by one and the same 

b) Each group of n tests belonging to one level must be 
carried out under repeatability conditions, that is, in a short 
interval of time and the same operator. 

c) If, in the course of the tests, the operator should drop 
out through illness or some other unforeseen circum- 
stances, another operator may complete the tests, but this 
must be reported with the test results. 

d) It is not necessary that all qn  tests be performed strictly 
within a short interval; the q groups of n tests may be car- 
ried out on different daw. 

,- 

e) It is essential that a group of n tests under repeatability 
conditions be performed independently as if they were n 
tests on different materials. As a rule, however, the 
operator will know that he is testing identical material. If it is 
feared that this knowledge may influence his test results, 
and consequently the repeatability variance, then a split- 
level experiment (see 10.4.2) shall be considered as the best 
procedure. Randomization of qn  tests could be considered 
if it would not affect repeatability conditions. 

10.4.2 An alternative method sometimes adopted when 
n = 2 is that of using split-levels. Instead of testing two 
samples which the operator has been told should be identical or 
of performing two tests on the same specimen of material, two 
series of p samples are prepared at slightly different kVelS mA 
and mB, where mA - mB is a small quantity, and each of t h e p  
laboratories receives one sample of series A and one of series B 
for testing. Adoption of this method may be considered when it 
is feared that the operator, when using identical samples in car- 
rying out his second test, may be influenced by the result of his 
first test. 

The split-level experiment requires a slight modification in the 
statistical analysis which will be discussed in section three. 
Also, it should be clearly distinguished which test result 
belongs to series A and which to series B; they cannot be inter- 
changed as can tests on identical material. 

The values of r a n d  R derived from a split-level experiment will 
be taken to be valid for the mean level m = ( m A  + m B ) / 2 .  

10.4.3 It may be necessary to limit the time that should be 
allowed to elapse between the day the samples are received 
and the day the tests are performed. 

10.4.4 Any preliminary checking of equipment should be as 
laid down in the standard method. 

10.4.5 All samples should be clearly labelled with the name of 
the experiment and a sample identification. 

10.5 Instructions t o  operators 

10.5.1 Before performing the tests, the operators should 
receive no instructions other than those contained in the stan- 
dard test method; these should suffice. 

10.5.2 The operators should, however, be asked to comment 
on this standard and in particular to state whether the instruc- 
tions contained in it are sufficiently unambiguous and clear. 
Ambiguities may, for example, creep in when the standard has 
been translated into a number of different languages. 

10.5.3 It is desirable that all participating laboratories report 
their test results to the same number of significant figures and 
the supervisors should be instructed accordingly. In commer- 
cial practice, the test results are often rounded rather crudely 
and in a precision experiment, it may be advisable to use one 
more significant figure than is customary or prescribea in the 
Standard. 

When r depends on the level m ,  different rules for rounding 
may be needed for different levels. 

10.5.4 An operator will not as a rule achieve normal precision 
when he caries out a test for the first time or after a long inter- 
val. In that case, the operators should be instructed to carry out 
a few unofficial tests in order to gain experience before they 
start testing the official samples of the precision experiment. 
Whether this is needed should be decided by the panel or by 
the supervisors; material for such preliminary tests should be 
supplied by the executive officer. 

10.5.5 The operators should be told to report any occasions 
on which they are not able to follow their instructions or on 
which they accidentally failed to keep to the instructions. They 
should also be told that it is better to report a mistake than to 
adjust the results, because one or two missing results will not 
spoil the experiment and may indicate a deficiency in the stan- 
dard. 
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10.6 Reporting the test results 

The supervisor of each laboratory should write a full report on 
the tests; this report should contain the following particulars : 

a)  the final test results, taking particular care to avoid 
transcription and typing errors, for example by using 
photocopies of the operator’s results; 

b) 
the final results were derived: 

if any, the original observations or readings from which 

c) comments by the operator on the standard for the test; 

d) 
may have occurred during the test; 

information about irregularities or disturbances that 

e) the date(s) on which the samples were received; 

f )  the date(s) and time(s) on which they were tested; 

g) 
considered relevant; 

information about the equipment used, when this is 

h) other relevant information. 
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Section three : Statistical analysis of results of an 
inter-laboratory experiment 

11 Preliminary considerations 

11.1 Statistical expert 

The analysis of the test results produced by a precision experi- 
ment is the task of a statistical expert who is a member of the 
panel and has taken part in planning the experiment. (See 8.2 
and 9.2.) 

11.2 Cells 

Each combination of a laboratory and a level will be called a &i 
of the precision experiment. In the ideal case, the results of an 
experiment with p laboratories and q levels will consist of a 
table with p q  cells each containing n replicate results, that can 
all be used for computing the repeatability r and the 
reproducibility R. This ideal situation is not, however, always 
attained in practice. Departures occur due to redundant data, 
missing data, and outliers. 

- 

11.3 Redundant data 

Sometimes a laboratory may carry out more than the n 
replicates officially prescribed. In that case, the supervisor (see 
8.4 and 9.4) must report all results, why this was done and 
which are the correct test results. If the answer is that they are 
all equally valid, they can all be taken into account by using the 
computational procedure of 14.10. 

- 11.4 Missing data 

In other cases, some of the test results may be missing, for ex- 
ample due to the loss of a sample, a slip in performing the test, 
etc. The analysis recommended in clause 16 is such that com- 
pletely empty cells can simply be ignored, while partly empty 
cells can be taken into account by the computational procedure 
of 14.10. The reasons for missing test results should be given in 
the supervisor’s report. 

If one of the two test results in a cell of a split-level experiment 
(see 10.4.2) is missing, the test result available must be dis- 
carded and the cell must be treated as an empty one. 

11.5 Outliers 

Outliers are entries among the original test results, or in the 
tables derived from them, that deviate so much from com- 
parable entries in the same table that they are considered as 
irreconcilable with the other data. Experience has taught that 
outliers cannot always be avoided and have to be taken into 
consideration, but great care must be exercised in investigating 
them. 

11.6 Recommended practice for investigating 
outliers 

11.6.1 For this purpose, this International Standard recom- 
mends the use of Cochran‘s maximum variance test (see 
clause 12) and Dixon’s outlier test (see clause 13) in combina- 
tion with the following procedure : 

P > 5 %, that is, Cochran’s or Dixon‘s test statistic is less 
than its 5 % critical value : the item tested is accepted= 
correct; the test is said to be statistically insignificant. 

5 % > P > 1 %, that is, the test statistic lies between its 
5 % and 1 ?‘O critical values : the item tested is called a 
straggler and is marked with a single asterisk; the test is said 
to be statistically significant. 

P < 1 %, that is, the test statistic is greater than its 1 % 
critical value : the item is called a statistical outlier and is 
marked with a double asterisk; the test is said to be 
statistically highly significant. 

P is the probability of the observed value of the test statistic. 

The 5 % and 1 YO critical values for Cochran’s and Dixon’s 
tests are given in tables 1 and 2 (pages 17 and 18). 

11.6.2 Sometimes the actual application of these statistical 
tests may be omitted or other statistical tests may be chosen 
because a statistical expert will see from a cursory examination 
of the data, for example from a graphical presentation, that the 
test will yield either a non-significant or a highly significant 
result. In case of any doubt, however, the test should always 
be applied. 

11.6.3 It is next investigated whether the stragglers and/or 
statistical outliers can be explained by some technical error, for 
instance a slip in performing the test, a computational error, a 
clerical error in transcribing a test result, the analysis of a wrong 
sample, etc. When a reasonable explanation can be construed, 
and preferably confirmed by additional enquiries, the item is 
considered as a real outlier, that does not belong to the experi- 
ment proper, and is corrected or discarded in keeping with the 
explanation obtained. 

11.6.4 When several unexplained stragglers and/or statistical 
outliers occur at different levels within the same laboratory, 
that laboratory may be considered as an outlier, having too 
high a within-laboratory variance, or too large a systematic 
error in the level of its test results, or both. It may then be 
reasonable to  discard some or all the data from such an outly- 
ing laboratory. This international Standard does not provide a 
statistical test by which suspected laboratories can be judged. 
The primary decision should be the responsibility of the 
statistical expert, but all rejected laboratories must be reported 
to  the panel for further action. An  example of an outlying 
laboratory occurs in the case study of clause 23. 
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11.6.5 When any stragglers and/or statistical outliers remain 
that have not been explained or rejected as belonging to an 
outlying laboratory, the stragglers are retained as correct items, 
and the statistical outliers are discarded, unless the statistician 
for good reasons decides to retain them. In any case, the 
statistician must report to the panel. 

11.7 Computation of rand  R 

The computation of the repeatability rand  the reproducibility R 
is carried out, for each level separately, with the data remaining 
after elimination or correction of the stragglers and/or outliers 
(see clause 14). 

11.8 Functional relation between r ,  R and rn 

Provided there are several levels and a functional relation be- 
tween r (and/or R )  and m is expected (see 15.1). it is then 
investigated whether r (and/or R )  depends on m and if so, 
what is the relationship between these quantities. 

11.9 Notation, definitions and basic formulae 

11.9.1 Ideal case 

As stated in 11.2, the ideal case is p laboratories L ,  ( i  = 1, 2, 
..., p ) ,  q levels MJ ij = 1, 2, ..., q )  and n replicates per L,  Ml 
combination, with a total npq results of the test. As a result of 
the existence of redundant (see 11.31, missing (see 11.4) or 

outlying (see 11.5) results, or outlying laboratories (see 11.6.41, 
this ideal situation is not always attained. Under these con- 
ditions, the notations given in 11.9.2 to 11.9.6 will be used in 
the remainder of this International Standard, refering to basic 
tables A, B, C hereafter. 

11.9.2 Original test results (table A) 

11.9.2.1 Case of a uniform-level experiment 

nlJ is the number of results in cell L,  MJ, 

ylJk is any one of these results ( k  = 1, 2, ..., nJ. 

When all the results from one or more laboratories are 
eliminated at a level j (either because these laboratories did not 
conduct the tests at this level, or because they were considered 
to be "outlying laboratories" - see 11.6.4), the number of 
laboratories for this level is designated by pJ. 

11.9.2.2 Case of a split-level experiment 

yllA and yUB are the results obtained, respectively at sub-levels 
A and 6, level j ,  laboratory i. The notation pJ is also applicable 
to this case, where appropriate. 

Table A - Original test results 

Uniform-level experiment Split-level experiment 

12 
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Table B - Measures of cell spread 

Uniform-level experiment Split-level experiment 

SV = cell standard deviation, or if n = 2 for all the cells, use 
w u  = cell range. 

Table C - Cell averages 

y i j  = ceii average 

13 
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11.9.3 Measures of  cell spread (table BI 11.9.5.1 Case of a uniform-level experiment 

These are derived from table A (see 11.9.2) and table C (see 
11.9.4) as follows : 

11.9.3.1 Case of a uniform-level experiment 

For the general case, use the intra-cell standard deviations si,, 
given by equation (4) 

f: I c - 
ni Y; 

i =  1 
with F =  

The standard deviation should be expressed with one more 
significant figure than the results in table A. 

For the particular case where all nij = n = 2, use the cell range 

. . . (5) WiJ = I Y1;l -Yu2 I = S J Z  

without regard for sign. 

i =  1 r 

L i = l  1 
Formulae used for numerical computation are given in 14.10.2. 
For the case where all ni = n, the previous formulae simplify to 

11.9.3.2 Case of a split-level experiment 

The cell difference di, is given by equation (6) 
P 

1 

P 
Sf  =-e s; 

i = l  

d . . = y . .  1J iJA - y . .  1JB . . . (6) 

taking the sign into account. 

11.9.4 Cell averages ( for  the t w o  types of experiment) 
(table Cl 

with 7 =-e I 

P i = l  
These are derived from table A as follows : 

Formulae used for numerical computation are given in 14.9.2. 
(7) . . .  

k =  1 For the particular case where all ni = n = 2, the cell range 
wi = a s i  are used, giving 

The cell averages should be given with one more significant 
figure than the test results in table A. 

sf =-e 1 w; 

i =  1 
2P 

11.9.5 Repeatability variance sf and between-laboratory 
variance sf 

For a given level j ,  the values of sf and sf are given by the 
following equations where, for convenience, the index j has 
been dropped. Formulae used for numerical computation are given in 14.8.2. 
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11.9.5.2 Case of a split-level experiment 

P 
1 1  

idi -al2 
2 p - 1  

i =  1 

P 
1 

P 
with d =-E di 

i = 1  

i = 1  

P 
1 

II 
with 7 =-E 

i =  1 i 

Formulae used for numerical computation are given in 14.11.2. 

11.9.6 Simplif ied notat ions used in clauses 12, 13 and 14 

Clauses 12 and 13 concern statistical tests and clause 14 relates 
to procedures for calculating r and R ,  which are applied 
separately at each level (fixed;); in these clauses, for reasons of 
clarity of layout, the index j will be omitted in the notations 
defined above, when this index is not indispensable. 

11.9.7 Corrected o r  rejected data 

As on the basis of the tests outlines in 11.6, some of the data 
may be corrected or rejected, the values of yUp nij and pj used 
for the final determination of r a n d  R may be different from the 
values referring to the original test results as recorded in 
tables A, B and C. Hence, in reporting the final values of r a n d  
R ,  it should always be stated what data, if any, have been cor- 
rected or discarded. 

’< ., 

12 Cochran‘s maximum variance test 

12.1 As explained in 5.4.2, this International Standard 
assumes that between laboratories only small differences exist 
in the within-laboratory variances. As experience shows that 
this condition is not always satisfied, a test has been included 
to investigate the validity of this assumption. Three tests could 
be used for this purpose, namely 

ai Bartlett’s variance homogeneity test; 

b) Hartley’s variance ratio test; 

c) Cochran’s maximum variance test. 

All three are fully explained in the literature.r4] 

The first two tests, however, cannot be applied when one of 
the variances in a set is zero, which may easily happen as a 
result of rounding and of the small number of test results on 

which the variances are based. Moreover, these tests, even if 
no zeros occur, are very sensitive against the value of the 
smallest variance which, again due to rounding, is unreliable. 
For these reasons, only Cochran‘s test has been retained. 

Cochran’s test applies only to uniform-level experiments as it is 
of homogeneity of variance; in a split-level experiment, Dixon‘s 
outlier test (see clause 13) must be applied to the cell dif- 
ferences di. 

12.2 Given a set of p standard deviations si, all computed 
from the same number n of replicate test results, Cochran’s 
criterion C is given by equation (8) 

I) 

i =  1 

(8) 

In the case of 2 replicates, the ranges wi can be used instead of 
the standard deviations. Cochran‘s criterion then is given by 
equation (9) 

(9) 

In these expressions, s,,, and w,,, stand for the highest 
values in the set. If the test is significant, s,,, (or wmax) is 
classified as straggler or statistical outlier according to the pro- 
cedure of 11.6.1. Critical values for Cochran’s criterion at the 
5 % and 1 YO levels are given f o r p  = 2 to 40 and n = 2 to 6 in 
table 1. 

12.3 
level separately. 

Cochran‘s criterion must be applied to table B at each 

12.4 As stated above, Cochran‘s criterion applies strictly only 
when all standard deviations are derived from the same number 
of test results obtained under conditions of repeatability. In ac- 
tual cases, this number may vary due to redundant, missing or 
discarded data. This International Standard assumes, however, 
that in a properly organized experiment, such variations in the 
number of test results per cell will be limited and can be ig- 
nored, Cochran’s criterion being applied using for n the number 
of results occurring in the majority of cells. 

12.5 Cochran’s criterion tests only the highest value in a set 
of standard deviations or ranges and is therefore a one-sided 
outlier test. Variance heterogeneity may, of course, also 
manifest itself in some of the standard deviations being com- 
paratively too low. However, small values of standard deviation 
or range may be very strongly influenced by the degree of 
rounding of the original test results and are for that reason not 
very reliable. Besides, it does not seem recommendable to 
reject the data of some laboratory because it has accomplished 
a higher precision in its test results than the other laboratories. 
Hence, Cochran‘s criterion is considered adequate. 
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12.6 A critical examination of table B may sometimes reveal 
that the standard deviations for a particular laboratory are at all 
or at most levels lower than those for other laboratories. This 
may indicate that the laboratory works with a lower repeatabili- 
ty than the other laboratories, which in turn may be due either 
to an incorrect application of the standard test method or to a 
better technique and equipment. If this occurs, it should be 
reported to the panel, which should decide whether the point is 
worthy of more detailed investigation. 

12.7 When there is more than one high value among a set of 
standard deviations suspect as possible outliers, Cochran’s test 
may become insensitive. It may happen that the highest value 
produces an insignificant test statistic while the second or third 
highest turn out to be stragglers or statistical outliers when the 
highest or the two highest values are disregarded. In that case, 

the two or three highest standard deviations should all be 
marked as stragglers or statistical outliers as the case may be. 

Thus, in view of the present lack of a statistical test designed 
for testing several outliers together, repeated application of 
Cochran’s test disregarding the higher standard deviations in 
order of magnitude is proposed as a helpful tool. This test is 
not, however, designed for this purpose and great caution 
should be exercised in drawing conclusions. 

In particular, when this technique reveals several stragglers 
and/or statistical outliers only within one of the levels, this may 
be purely accidental and not really significant. On the other 
hand, if several stragglers and/or statistical outliers are found 
at different levels within one laboratory, this may be a strong 
indication that that laboratory‘s within-laboratory variance is 
too high and that its experimental technique can and should be 
improved. 

4 
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Table 1 - Critical values for Cochran's maximum variance test(21 

i 

- 
P 

2 
3 
4 

5 
6 
7 
8 
9 

10 
11 
12 
13 
14 

15 
16 
17 
18 
19 

20 
21 
22 
23 
24 

25 
26 
27 
28 
29 

30 
31 
32 
33 
34 

35 
36 
37 
38 
39 

40 

- 

- 

1 %  
- 

0,993 
0,968 

0,928 
0,883 
0,838 
0,794 
0,754 

0,718 
0,684 
O, 653 
0,624 
0,599 

0,575 
0,553 
0,532 
0,514 
0,496 

0,480 
0,465 
0,450 
0,437 
0,425 

0,413 
0,402 
0,391 
0,382 
O, 372 

0,363 
0,355 
0,347 
0,339 
0,332 

0,325 
0,318 
0,312 
0,306 
0,300 
0,294 

n = 2  

5 %  
- 

0,967 
0,906 

0,841 
0,781 
0,727 
0,680 
0,638 

0,602 
0,570 
0,541 
0,515 
O, 492 

0,471 
0,452 
0,434 
0,418 
0,403 

0.389 
0,377 
0,365 
0,354 
0.343 

0,334 
0,325 
0,316 
0,308 
0,300 

0,293 
0,286 
0,280 
0,273 
O, 267 

O, 262 
0,256 
0,251 
0,246 
0,242 

O, 237 

n = 3  

1 %  
0,995 
0,942 
0,864 

0.788 
0,722 
0,664 
0.61 5 
0,573 

0,536 
0,504 
0,475 
0,450 
0,427 

0,407 
0,388 
0,372 
0,356 
0.343 

0,330 
0,318 
0,307 
0,297 
O, 287 

0,278 
0,270 
O, 262 
0,255 
0,248 

0,241 
0,235 
0,229 
0,224 
0,218 

0,213 
0,208 
0,204 
0,200 
0,196 

0,192 

5 %  
0,975 
0,871 
0,768 

0,684 
0,616 
0,561 
0,516 
O, 478 

0,445 
0,417 
0,392 
0,371 
0,352 

0,335 
0,319 
0,305 
0,293 
0,281 

O, 270 
0,261 
0,252 
0,243 
0,235 

0,228 
0.221 
0,215 
0,209 
0,203 

0,198 
0,193 
0,188 
0,184 
0,179 

0,175 
0,172 
0,168 
0,164 
0,161 

0,158 

1 %  

n = 4  

5 %  
0,979 
0,883 
0,781 

0,696 
0,626 
0,568 
0,521 
0,481 

0,447 
0,418 
0,392 
0,369 
0,349 

0,332 
0,316 
0,301 
0,288 
0,276 

0,265 
0,255 
0,246 
0,238 
0,230 

0.222 
0,215 
0,209 
O, 202 
0,196 

0,191 
0,186 
0,181 
0,177 
0,172 

0,168 
0,165 
0,161 
0,157 
0,154 

O, 151 

0,939 
0,798 
0.684 

0,598 
0,532 
0,480 
0,438 
0,403 

0,373 
0,348 
0,326 
0,307 
0,291 

O, 276 
0,262 
0,250 
0,240 
0,230 

0,220 
0,212 
0,204 
0,197 
0,191 

0,185 
0,179 
0,173 
0,168 
0,164 

0,159 
0,155 
0,151 
0,147 
0,144 

0,140 
0,137 
0,134 
0,131 
0,129 

0,126 

1 %  

n = 5  

5 %  
0,959 
0,834 
0,721 

0,633 
0.564 
0,508 
0,463 
0,425 

O, 393 
0,366 
0,343 
0,322 
0,304 

0,288 
0,274 
0,261 
0,249 
0,238 

0,229 
0,220 
0,212 
0,204 
0,197 

0,190 
O, le4 
0,179 
0,173 
0,168 

0,164 
0,159 
O, 155 
0,151 
O, 147 

0,144 
0,140 
0,137 
0,134 
0,131 

0,128 

0,906 
O, 746 
0,629 

0,544 
0,480 
0,431 
0,391 
0,358 

0,331 
O, 308 
0,288 
0,271 
0,255 

0,242 
0,230 
0,219 
O, 209 
0,200 

0,192 
0,185 
0,178 
0,172 
0,166 

0,160 
O, 155 
0,150 
0,146 
0,142 

0,138 
O, 134 
0,131 
0,127 
O, 124 

0,121 
0,118 
0,116 
0,113 
0,111 

0,108 

1 %  

n = 6  

0,937 
O, 793 
0,676 

0,588 
0,520 
0,466 
0,423 
0,387 

0,357 
0,332 
0,310 
0,291 
0,274 

0,259 
0,246 
0,234 
0,223 
0,214 

0,205 
0,197 
0,189 
0,182 
0,176 

0.1M 
O, 164 
0,159 
0,154 
0,150 

0,145 
0,141 
0,138 
0,134 
O, 131 

0,127 
0,124 
0,121 
0,119 
0,116 

0,114 

5 %  
0,877 
0,707 
0,590 

0,506 
0,445 
O, 397 
0,360 
O, 329 

0,303 
0,281 
0,262 
0,246 
0,232 

0,220 
0,208 
0,198 
0,189 
0,181 

O, 174 
0,167 
0,160 
0,155 
0,149 

0,144 
O, 140 
0,135 
0,131 
0,127 

O, 124 
0,120 
0,117 
0,114 
0,111 

O, 108 
0,106 
0,103 
0,101 
0.099 

0.097 

p = the number of laboratories at a given level. 

n = number of results per cell (see 12.4). 

These critical values are those given in table A17[21 rounded and supplemented by interpolation, using the fact that the critical values are 
closely approximated by a linear function in 1 / v ' z  
This table contains critical values for n = 7, 8, ..., as well. 
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13 Dixon's outlier test 

13.1 Given a set of data z ( h ) ,  h = 1, 2,3, ..., H ,  arranged in 
order of magnitude, then Dixon's test uses the following test 
statistics : 

H 

3 to 7 

8 to 12 

13 or more 

Test statistic 

z(2) - z ( l )  
z ( M  - z l l )  

Q1o = the larger of 

z ( M  -z(H -1 )  
z(M - z ( l )  

and 

z(2) - z ( l )  
z(H - 1 )  - z ( l )  

Q11 = the larger of 

z ( M  -z(H - 1 )  
z(H) -z(2) 

and 

z(31 - z ( l )  
z/H -2) -z ( l l  

Q z  = the larger of 

z(H) -z(H -2) 
z(M -z(3)  

and 

Critical values of these test statistics at the 5 % and 1 % level 
and for H = 3 to 40 are reproduced in table 2. 

13.2 
applied 

In analysing a precision experiment, Dixon's test can be 

a) to the test results within a cell of table A when nG > 3, 
but this procedure should only be used where Cochran's 
test has suggested an outlier or a straggler, in order to see 
whether this was due solely to one observation; in that case 

h = k ,  H = nu, and z ( h )  = yuk, i and j both being 
fixed: 

b) 
in that case 

to the cell averages for a given level j in table C, when 

h = i ,  H = pJ, and z ( h )  = jjv, j being fixed; 

c) 
of a split-level experiment (table BI, when in that case, 

to the cell differences, d ,  = y,,A-y,,B, for a given level 

h = i, H = p,, and z ( h )  = d j j , j  being fixed. 

13.3 If Dixon's test reveals one of the extreme values in a 
series (the highest or the lowest) as a straggler or statistical 
outlier, the test should again be applied to the remaining H - 1 
values; and if this once more proves one of the extremes as 
suspect, the test should be applied afresh to the remaining set 
of H - 2  values. 

13.4 Again, however, as explained in 12.7, great caution 
should be exercised in drawing conclusions from the result of 
repeated applications of Dixon's test. If several stragglers 
and/or statistical outliers are found at only a single level, this 
may not be really significant, but if they occur at differing levels 
within a single laboratory, this may be considered as indicating 
that that is an outlying laboratory. 

13.5 The strategy in dealing with stragglers and/or statistical 
outliers outlined in 11.6.1 should also be adhered to in the case 
of Dixon's test. 

Table 2 - Critical values for Dixon's outlier test') 

Test criterion21 

~ ( 2 )  - z ( l )  z(M -z(H - 1 )  
z (M - z ( l )  z(M - z ( l )  
whichever is the greater 

Qio = or 

or 
Qii zIH - 1 )  - z ( l )  z(M -z(2) 

whichever is the greater 

whichever is the greater 

- 
H 

8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

~ 

Critical 
values - 

5 %  
0,970 
0,829 
0,710 
0,628 
0,569 

0,608 
0,504 
0,530 
0,502 
0,479 

0,611 
0.586 
0,565 
0,546 
0,529 
0,514 
0,501 
0,489 
O, 478 
0,- 
0,459 
0,451 
0,443 
0,436 
0,429 
0,423 
0,417 
0,412 
0,407 
0,402 
0,397 
0,393 
0.388 
0,384 
0,381 
0,377 
0,374 
0,371 

~ 

- 
1 %  

0,994 
0,926 
0,821 
0,740 
0,680 
0,717 
0,672 
0,635 
0,605 
0,579 

0,697 
0,670 
0,647 
0,627 
0,610 
O, 594 
0,580 
0,567 
0,555 
O, 544 
0,535 
0,526 
0,517 
0,510 
0,502 
0,495 
0,489 
0,483 
0,477 
0,472 
0,467 
0,462 
0,458 
0,454 
0,450 
0,446 
0,442 
0,438 

~ 

1)  This is R .  S. Gardner's version of Dixon's test as published in 
table 16.[31 This version applies when it is not known at which end of a 
series of data an outlier may occur. 

2) z ( h ) ,  h = 1, 2, ..., H, is the series of data to be tested arranged in 
order of magnitude. The meaning of h, and H in different situations is 
explained in 13.2. 
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14 Computation of the mean level rn, the 
repeatability r, and the reproducibility R 

14.1 In this International Standard, the method of analysis 
adopted involves carrying out the computation of m, r and R 
for each level separately. When there are q levels in all, the 
results of the computation will be denoted as 

mj, rJ, R j  

( j  = 1, 2, ..., q )  

Subsequently, it is investigated whether r and/or R depend on 
m, and if so, what is the functional relationship. 

14.2 The basic data needed for the computations are 
presented in three tables (see pages 12 and 13) : 

- table A containing the original test results; 

- 

and; 
table B containing the measures of within-cell spread, 

- table C containing the cell averages. 

The construction of these tables is explained in 11.9. 

14.3 As a consequence of the ruling of 16.9, the number of 
non-empty cells to be used in the computation will, for a 
specified level, always be the same in tables B and C. An ex- 
ception might occur if, owing to missing data, a cell in table A 
contains only a single test result, which will entail an empty cell 
in table B but not in table C. In that case, it is possible either 

a) 
empty cell in both tables B and C, or 

to discard the solitary test result which will lead to an 

b) 
to insert a nominal value, zero (O), in table B. 

if this is considered an unwarranted loss of information, 

Where option b) is taken, the computations have to be carried 
out in accordance with 14.10, and for a cell with a single test 
result, any value can be introduced in table B without influenc- 
ing the final outcome; a nominal zero seems most appropriate. 

The number of non-empty cells may be different for different 
levels; hence the i ndex j  in pJ. 

14.4 Owing to the rejection of some of the original test 
results or to missing data, the number of replicates per cell in 
table A (see 11.9.2) need not necessarily all be the same. This 
number would therefore be denoted by n, for laboratory i and 
level j .  

14.5 The computations described below assume that the in- 
structions for rounding specified in 11.9.3 and 11.9.4 have been 
observed. No further rounding should be carried out in the 
course of the computations, but an appropriate rounding 
should be applied to the final results m, r and R .  

14.6 The computations can often be simplified, and the risk 
of computational errors reduced, by coding the data, in par- 
ticular, using 

Xijk = bj (yi jk - U j )  

whence q j  = b (xj -aj), wCb = bjwb, sc, = bjsbt and 
d,, = bJd& instead of yi jk ,  rij, w~ su and d,. 

uj is some arbitrary constant chosen to  reduce the number of 
digits to be handled, and bj some power of 10 chosen SO that all 
or most of the basic data are converted to integers. 

It should be noted that, except in the trivial case bj = 1, the 
values of bj must be taken into account when computing the 
final values of sf and s t  from which r a n d  R are derived. 

The procedure is fully illustrated in the example 14.11.3. 

14.7 The computational procedure depends on the type of 
experiment and on the number of replicates in the cells. Four 
different situations are dealt with in 14.8 to 14.11, each 
illustrated by a numerical example. They cover most situations 
likely to arise. In each example, only one level is considered and 
for convenience the index j has been dropped. In these 
examples, any outliers found have already been discarded and 
only the acceptable data are quoted. 
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Laboratory 
i 
1 
2 
3 
4 
5 
6 
7 

14.8 

14.8.1 

Uniform-level experiment with n = 2 replicates per cell 

Basic data from tables B and C 

Original data 

wi Yi 
0 5  31,45 
0,o 30,90 
0.2 30,8û 
0.4 31,30 
0 3  31,45 
0.2 31.50 
0,o 31,40 

~ 

14.8.2 Computational formulae and numerical results 

Number of laboratories : p 

Number of replicates : n 

s, = z5 
s2 = zy7? 
s3 = z w ;  

p = 7  

n = 2  

Si = 218.80 

S2 = 6 839,555 O 

s3 = 0,58 

7 x 6 839,555 O -218,802 
0,061 3 [ 7 x 6  

sf = 

218,80 

7 
m =-- - 31,26 

r = 2,83 Jo,o414 = 0 , s  

R = 2.83 JO,OW 3 + 0.041 4 = 0.91 

Y 

If sf is negative, substitute sf = O in the expression of R ,  to give R = r. 
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i 
1 

i- 

- 
Si Yi 

0,Q 28,03 

14.9 Uniform-level experiment with n > 2 replicates per cell 

14.9.1 Basic data (n = 3) 

Number of laboratories : p 

Number of replicates : n 

Laboratory 1 Original data 1 

p = 9  

n = 3  

s, = zyj 
s2 = q 2  

21,25 
22,47 
25,50 
33.08 
24.23 
2 0 s  
30.17 
22.40 

s, = 227,66 

S2 = 5907,2434 

14.9.2 Computational formulae and numerical results 

s3 = 152 s3 = 22,403 1 

R = 2.83 4s- R = 233 417,727 4 i 2,489 2 = 12,72 

s3 .f = - 
P 

22,403 1 I sf=T=2,4892 

9 x 5 907,243 4 -227,662 2.489 2 
- 17,7274 PS2 -s: 

D ~ D  - 1 )  9 x 8  1 - 3 -  
227,66 

9 
m =-- - 25,30 

r = 2,83 J2;4892 = 4,4û 
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14.10 Uniform-level experiment with unequal numbers of replicates per cell 

14.10.1 Basic data 

Laboratory 

i 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  

Original data 

SI 

0,14 
0,14 
0,07 
0,21 
0,lO 
0.21 
0,28 
0.21 
0,28 
0,35 
( O )  

Number of laboratories : p 

SI = Eni& 

SZ = Xniyi2 

s3 = En; 

~4 = xn? 

s5 = u n ;  -l).Sf 

~ 

Y i  
21,30 
21,50 
20,75 
21.75 
20,w 
21 ,O5 
21.50 
20,85 
21,lO 
20,85 
21.30 

I Number of 
replicates 

~~ 4 

1 

14.10.2 Computational formulae and numerical results 

p = 1 1  

Si = 508,30 

S2 = 10 767, 765 O 

Sg = 24 

s4 = 58 

s5 = 0,632 5 

0,632 5 

24 - 1 1  
SF = - = 0,048 6 

-0,04861 ["(" -"1 = 0,0884 
24 x 10 767,765 O - 580,302 

24 ( 1 1  - 1 )  242 -58 
sf = 

508,30 

24 
m =- = 21,18 

r = 2 3 3  Jo,o486 = 0,62 

R = 2 3 3  40.0884 + 0,0486 = 1,05 

If sf is negative, substitute s: = O in the expression of R ,  to give R = r .  

22 
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I Laboratory 
i 
1 
2 
3 
4 
5 
6 
7 
8 
9 

14.11 Split-level experiment 

14.11.1 Basic data 

Original data 
- 

di Yi 
- 0.54 18,770 
- 0.47 18,615 
- 0,43 18,465 
- 0,48 19,660 
- 0.51 18,865 
- 0,49 18,335 
- 0.53 18,895 
- 0,w 18,680 
- 0.57 19,105 

Number of laboratories : p 

s, = q 
s2 = zy7’ 

S3 = Ed; 

S4 = Ed: 

14.11.2 Computational formulae and numerical results 

p = 9  

Si  = 169,390 

s2 = 3 189.2 

S3 = -4.52 

S4 = 2,283 8 

R = 233 d m  

9 x 2,283 8 - ( - 4,52)* 
s; = = o,OoO860 

18 x 8 

R = 2.83 40.152 O50 + 0,OoO 860 = 1,107 

9 x 3 1892 -169.3902 [ 9 x 8  

= 0,152 O50 

s; = 

169,39 

9 
m = - -  - 18,82 

r = 2,83 &iiËZ= 0,083 
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I 

1 
2 
3 
4 
5 
6 

14.11.3 

14.11.3.1 Basic and coded data 

Computations with coding (see sub-clause 14.6) 

- ~ 

4 YI dc, X I  

-O,% 18,770 -54 77.0 
-0,47 18,615 - 47 61,5 
-0,43 18,465 - 43 46,5 
- 0,48 19,660 -48 166,o 
- 0,51 18,865 - 51 86,5 
-0,49 18,335 - 49 33,5 

I Laboratory I Original data I Coded data I 

283 

b 
R = - d s m  

1 I I I 

R = - 2/33 J1 520,5 + 8,60 
1 O0 

7 
8 
9 

- 0.53 18,895 - 53 89,5 
- 0.50 18,680 - 50 68,O 
-0.57 19,105 - 57 110.5 

14.11.3.2 Computational formulae with coded data 
and numerical results 

PSlV -sf1 
S f  = 

2p (p -1) 

Number of laboratories : p 

Coding constant : a 

Coding factor : b 

= b (y; -a i  

d,; = bd; 

SI = ZZ; 

SI1 = s; 

SI11 = EdCi 

SI, = Edc: 

9 x 22 838 - ( - 452i2 

18 x 8 
s; = 

p = 9  

a = 18,00 

b = 100 

SI = 739.0 

Si1 = 72 878,W 

Siil = -452 

SI, = 22 838 

It can be seen by comparison with the uncoded calculation in 
14.11.2 that : 

SI = b (SI -pa) 

SI, = b2S2 -2b2aS, + pb2a2 

Slll = bS3 

SI, = b2s, 

The values of sf and sf are then calculated in the normal way : 

9 x72878,50-739,@ 8,ôû 
-- 

2 9 x 8  2 

I = 1 520.5 

Hence, calculating the decoded mean m, and both r and R, 

SI I 
2B3 r = -  s I b  

739.0 

100 x 9 
m = 18,000 + ___ = 18,82 

r = ?E 6 = 0,083 I 
I = 1,107 

It can be seen that the final results for m, r a n d  R are identical 
to those found using the basic data without coding. 

15 Establishing a functional relation 
between r (or R) and rn 

15.1 It cannot always be taken for granted that there exists a 
regular functional relation between r (or R) and m. In particular, 
under the circumstances of 4.2.3, where material heterogeneity 
forms an inseparable part of the variability of the test results, 
this will only hold good if this heterogeneity is a regular func- 
tion of m. With solid materials of different composition and 
coming from different production processes, this is in no way 
certain. The point should first be decided before the following 
procedure is applied. Alternatively, separate values of r a n d  R 
have to be established for each material investigated. 

15.2 The reasoning and computational procedures presented 
below apply to both rand  R; they are presented for r only. Only 
three types of relationship will be considered : 

a) a proportionality relation : 

r = vm 

b i  a linear relation 

r = u + v m  

c) a logarithmic relation : 

l o g r  = c + d l o g m  

. . . (10) 

. . . (11) 

. . . (12) 

or its equivalent : 

r = Cmd 

It is expected that in the majority of cases at least one of these 
formulae will give a satisfactory fit. If not, the statistical expert 
carrying out the analysis should seek an alternative solution. To 
avoid confusion, the constants U, v ,  ..., occurring in these 
equations may be distinguished by suffixes U,, v,, ..., for r, and 
uR, vR, ..., for R ,  but these have been omitted in this clause to  
simplify the notations. 
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15.3 Equations (10) and also (12) when d > O (general case), 
will then lead to r = O for m = O, which may seem unaccept- 
able from an experimental point of view. However, frequently 
the values of m encountered in practice will have a lower limit 
larger than zero such that these equations can be used without 
introducing serious systematic errors. 

15.4 For U = O and d = 1, equations ( 1 1 )  and (12) will be 
identical to equation (10); and when U lies near zero and/or d 
lies near unity, two or all three of these equations may yield 
practically equivalent fits. In that case, equation (101 should be 
preferred because it involves only one parameter and thus per- 
mits the simple statement : 

”Two single test results must be considered as suspect 
when they differ by more than 100 v %.” 

15.5 If, in a plot of r. a ainst mb or log r, against log mb the 
set of points is found to lie reasonably close to a straight line, a 
line drawn by hand may provide a satisfactory solution; but if 
for some reason a numerical method of fitting is preferred, the 
procedure of 15.6 is recommended for equations (10) and ( 1 1 )  
and that of 15.8 for equation (12). 

J ?  

15.6 From a statistical point of view, the fitting of a straight 
line is complicated by the fact that both m and rare estimated. 
But, since the slope v is usually small - of the order of 0,l or 
less - errors in m have little influence and the errors in r 
predominate. Since, moreover, the purpose is to derive values 
of r for given values of m, a regression of r on m is appropriate. 

15.6.1 This should be a weighted regression because, 
statistically, the standard error of r is proportional to the value 
of r. With weights WJ (see 15.6.2) for rJ, the computational for- 
mulae are 

S ,  = 7 w/, S, = E w/mb ~3 = 7 w/m;, 
J J J 

S4 = 7 w/rb and S5 = 7 wJm,r,. 
J J 

Then, for equation (IO) 

v = s,/s3 

and for equation (1 11, 

s3s4 - s2s5 

sis3 - s ;  

sl s5 - s2s4 

sis3 -s; 

U =  

v =  

15.6.2 The weights W must be proportional to r-2, but since 
the values of rj are subject to errors, the same will hold for the 
weights. To correct for these and reduce the errors in the final 
equation as far as possible, the following iterative procedure is 
recommended : 

Writing roj for the original values of r obtained by one of the 
procedures of clause 14, we begin by applying the above equa- 
tions for U or v with weights : 

w - -2 O j  - ‘0; 

i j  = 1, 2, ..., 9) 

which results in equations 

rl = v im or rl = u1 + vlm, as the case may be. 

From these are computed adjusted values of rj, namely 

rlj = vimj or rv = ut + vimj 

cj = 1, 2, . . . I  9) 

and the computations are then repeated with the adjusted 
weights wj = ryf 

giving 

r2 = v2m or r 2  = u2 + v2m 

The same procedure could now be repeated once again with 
weights Wa = ryfderived from these equations, but this will 
only lead to unimportant changes. The step from Woj to  Wij is 
effective in eliminating gross errors in the weights, and the 
equations for r2  should be considered as the final result. 

15.7 The standard error of log r is approximately propor- 
tional to Mr), the coefficient of variation of r. Since the stan- 
dard error of r is proportional to the value of r, the standard 
error of log r will be independent of r and an unweighted 
regression of log r on log m is appropriate when equation (12) 
is considered. 

15.8 For equation (12) the computational formulae are 

S1 = & log mJ, S2 = 7 (log mjP, 
J J 

S3 = & log r,, S4 = 7 (log mji (log rj) 
J J 

and 

25 

STANDARDSISO.C
OM : C

lick
 to

 vi
ew

 th
e f

ull
 PDF of

 IS
O 57

25
:19

81

https://standardsiso.com/api/?name=55a0cf0d21f356dfe8f30360f300c731


I S 0  5725-1981 (El 

rnJ 

‘OJ 

woJ 

r l J  

Wl I 

15.9 
same set of data are given in 15.9.1, 15.9.2 and 15.9.3. 

Examples of fitting equations (101, (11) and (12) to the 

15.9.1 Example o f  f i t t ing equation (10) : r = vm 

3.94 8,28 14.18 15.59 20.41 
0,261 0,506 0,359 0,953 1,114 

15 3 3  7.7 1,1 0.81 

r 1  = 0,039 9 rn 
0,156 0,329 0,563 0,619 0,810 

41 9 2  3.2 2,6 1 5  

‘2J 

w2J 

r2 = 0,053 6 rn 

0,211 0,444 0,760 0,836 1,094 
22 5,1 1.7 1,4 O B  

r3 = 0,053 6 rn = r;! 

r l J  

w l J  

NOTE - The calculation of r2; shall be done with mj, ‘0; and W1;. 

15.9.2 Example o f  f i t t ing equation (11) : r = U + vm 

r1 = 0,163 + 0,025 2 rn 
0,262 0,372 0,520 0,556 0,677 

15 7 2  3.7 3 2  2.2 

I rnJ, roJ and WoJ as in 15.9.1 I 

‘2J 

w2, 

r2 = 0,086 + 0,043 9 m 
0,259 0,449 0,708 0,770 0,982 

15 4,9 2.0 1,7 1 ,O 

I- 7 r3 = 0,092 + 0.043 3 rn 

I 0,263 0,450 0,706 0,767 0,976 
The difference from r2 is negligible 

I r3j 1 
NOTE - The values (in 15.9.1 and 15.9.2) of the weights are not of 
critical importance. Two significant figures suffice 

15.9.3 
log r = c + d log m 

Example of  f i t t ing equation (12) : 

+ 0,595 + 0,918 + 1,152 + 1,193 + 1,310 
- 0,583 - 0,296 - 0,445 - 0,021 + 0,047 

log r = - 1,053 2 + 0,767 8 log rn 

or r = 0,088 rno.77, which yields 
0,253 0,448 0,678 0,729 0,898 5 

15.10 The data used in 15.9 are taken from the case study of 
clause 23 and have been used here only to illustrate the 
numerical procedure. They will be further discussed in 
clause 23. 

16 Statistical analysis as a step-by-step 
procedure 

16.1 
(see 11.9.1 and 11.9.2). 

Collect all available test results in one table - table A 

16.1.1 It is recommended that this table be arranged into p 
rows, indexed i = 1, ..., p, representing thep  laboratories that 
have contributed data, and 4 columns, indexed j = 1, 2, . .., 4 
representing the q levels in increasing order. 

16.1.2 In a uniform-level experiment (see 6.11, the test results 
within a cell of table A need not be distinguished and may be 
put in any desired order. 

16.1.3 In a split-level experiment (see 6.21, it must be clearly 
stated which of the two test results belongs to sub-level A and 
which to sub-level 6, and the results must be entered in that 
specific order. 

.v‘ 

16.2 Inspect table A for any obvious irregularities; in- 
vestigate, and if necessary discard, any obviously erroneous 
data and report to the panel. 

16.2.1 I t  is sometimes immediately evident that the test 
results of a particular laboratory or in a particular cell lie a t  a 
level inconsistent with the other data. Such obviously discor- 
dant data should be discarded straight away, but the fact must 
be reported to the panel for further consideration. (See 17.1.) 

16.3 From table A, corrected according to 16.2 when 
needed, compute table 6 containing measures of within-cell 
spread, and table C containing the cell averages. (See 11.9.1, 
11.9.3 and 11.9.4.) 

16.3.1 When a cell in table A of a uniform-level experiment 
contains only a single test result, one of the options of 14.3 
should be adopted. A single test result in a cell of a split-level 
experiment must be discarded. 

16.4 
glers and/or statistical outliers (see 11.6.1). 

Apply the statistical tests of clauses 12 and 13 to all suspect 
items and mark the stragglers with a single, the statistical 
outliers with a double, asterisk. If there are no stragglers or 
statistical outliers, go to 16.10. 

Inspect tables B and C, level by level, for possible strag- 

16.5 Investigate whether there is, or may be, some technica! 
explanation for the stragglers andior statistical outliers and, if 
possible, verify such explanations. 

Correct or discard, as may be required, those stragglers and/or 
statistical outliers that have been satisfactorily explained, and 
apply corresponding corrections to the other tables. 

If there are no stragglers or statistical outliers left that have not 
been explained, go to 16.10. 
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16.6 If the distribution of the unexplained stragglers or 
statistical outliers in tables B or C does not suggest any outlying 
laboratories (see 11.6.4), go to 16.8. 

16.7 If the evidence against the suspected outlying 
laboratories is considered strong enough to justify the rejection 
of some or all data from these laboratories, then discard the re- 
quisite data and report to the panel. 

16.7.1 The decision to reject some or all data from a particular 
laboratory is the responsibility of the statistical expert carrying 
out the analysis, but must be reported to the panel for further 
consideration. (See 17.1 .) 

16.7.2 A large number of stragglers and/or statistical outliers 
may indicate a pronounced variance in homogeneity or pro- 
nounced differences between laboratories, and thereby cast 
doubt on the suitability of the test method. This again should 
be reported to the panel. 

& 

16.8 If any stragglers and/or statistical outliers remain that 
have not been explained or attributed to an outlying laboratory, 
then discard the statistical outliers but retain the stragglers. 

16.9 If in the previous steps any cell in table B has been re- 
jected, the corresponding cell in table C must also be rejected, 
and vice versa. 

16.10 From the entries that have been accepted as correct in 
tables B and C, compute, by the procedures of clause 14, for 
each level separately : 

the mean level mJ, the repeatability rJ and the reproducibility RJ. 
L 

16.11 If only a single level has been used, or if it has been 
decided that the repeatability and reproducibility should be 
given for each level separately (see 15.1) and not as functions 
of the level, go to 16.18. 

NOTE - The following steps, 16.12 to 16.16, are applied to rand R 
separately. 

16.12 
whether r (or R )  depends on m or not. 

Plot rj (or Rj> against mj and judge from this plot 

If r (or R )  is judged to depend on m, then go to 16.14. 

If r (or R )  is judged to be independent of m ,  go to 16.13. 

If in doubt, work out both cases and let the panel decide. 

16.12.1 There still exists no statistical test appropriate for the 
problem of 16.12. The technical experts familiar with the test 
method should have sufficient experience to take a decision. 

16.13 Use the averages 

1 

4 
- E r -  = r J 

1 
- Z R J  = R 
4 

as the final values of the repeatability and reproducibility, and 
go to 16.18. 

16.14 Judge from the plot of 16.12 whether the relationship 
between r (or R )  and m can be represented by a straight line, 
and if so whether equation (10) [ r  = vm (or R = vm)] or equa- 
tion (11) ir = U + vrn (or R = U + vmll is appropriate. (See 
15.2.) Determine the parameters v or alternatively U and v, for r 
andior R by the procedure of 15.6. 

If a linear relationship is considered acceptable, proceed to 
16.16. If not, proceed to 16.15. 

16.15 Plot log rj (or log Rj> against log rnj and judge from 
this plot whether the relation between log r (or log RI and 
log rn can reasonably be represented by a straight line, namely 
equation (12) [log r = c, + drlog rn (or 
log R = CR + dRbg m)l. 
[See 15.2 ci.] 

If this is considered acceptable, compute the values of c,, d, (or 
CR, d ~ )  by the procedure of 15.8. 

Then the result may be presented either in the form of the 
equations given above or as follows : 

r = C, rndr (or R = CR mdR) 

If a straight line relation is considered acceptable, proceed to 
16.16. If not, go to 16.17. 

16.16 If a satisfactory relation has been established accord- 
ing to 16.14 or 16.15, then the final values of r a n d  R are the 
smoothed values obtained from this relationship for given 
values of rn. Go to  16.18. 

16.17 If no satisfactory relation according to 16.14 or 16.15 
has been established, the statistical expert should decide 
whether some other relation between r (or Ri and rn can be 
established or, alternatively, that the data are so irregular that 
the establishment of a functional relation must be considered 
as impossible. Go to 16.18. 

16.18 When the final values of r and R have been estab- 
lished, it is possible to verify that they correspond to a 95 % 
probability, as required by the definitions of 3.1, by means of 
the data from which they have been computed. Verification 
may not be strictly needed, but it may serve as a check on the 
correctness of the computations, and it may indicate a fun- 
damental discrepancy in the test results. However, the applica- 
tion of an appropriate method is difficult and should be done by 
a statistician. This type of method has not been dealt with in 
this International Standard. 

16.19 
the procedure given in 16.1 to 16.18. 

The following diagram indicates in a stepwise fashion 
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17 
the panel 

Report to, and decisions to be taken by, 

17.1 Report 

Having completed the statistical analysis, the statistical expert 
should write a report to be submitted to the panel. In this 
report, the following information should be given : 

a) a full account of the observations received from the 
operators and/or supervisors concerning the standard for 
the test method [see 10.6 c)l; 

b) a full account of the laboratories, if any, that have been 
rejected as outlying laboratories in steps 16.2 or 16.7, 
together with the reasons for their rejection; 

c) a full account of the stragglers and/or statistical 
outliers, if any, that were discovered, and whether these 
were explained, and corrected or discarded; 

d) a table of the final results mj, rP and Rj (16.10), and an 
account of the conclusions reached in steps 16.12, 16.14 or 
16.15, illustrated by one of the plots recommended in these 
steps; 

e) tables A, B and C (see 11.9) used in the statistical 
analysis, possibly as an appendix. 

17.2 Decisions 

The panel should then discuss this report and take a decision 
concerning the following questions : 

a) Are the discordant test results of rejected outlying 
laboratories, if any, due to a defect in the description of the 
standard for the test method? (See 9.1 .)  

b) 
outlying laboratories? (See 17.3.) 

What action should be taken with respect to rejected 

c) Do the results of the outlying laboratories and/or the 
comments received from the operators and supervisors 
indicate the need to improve the standard for the test 
method? If so, what are the improvements required? 

d) Do the results of the precision experiment justify the 
establishment of final values of the repeatability and the 
reproducibility? 

e) If so, what are the final values for these parameters, in 
what form shall they be published, and what is the region in 
which the precision data apply? 

17.3 Outlying laboratories 

All laboratories rejected as outliers must be informed of the fact 
and of the reason for their rejection. 

A laboratory rejected on the basis of stragglers and/or outliers 
in table B will show too high a repeatability variance, which 
may be due to poor technique or lack of experience of the 
operator. These laboratories should be encouraged to improve 
their method, using the established value of the repeatability as 
a guide (see section four). 

A laboratory rejected on the basis of stragglers and/or outliers 
among the cell averages may be misreading the standard, or be 
using some instrument with a serious systematic error in its 
readings. This requires further investigation; the panel should 
discuss how this can be organized and take corresponding 
action. 
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Section four : Utilization of precision data 

18 Publication of repeatability and 
reproducibility 

18.1 When a standard test method, for which precision data 
have been determined, is published, such data shall be included 
in a section of the method headed "Precision". This section is 
as much an integral part of the method as other sections on ap- 
paratus, reagents, etc. 

18.2 The repeatability and reproducibility shall normally be 
published as a table of three columns giving respectively the 
range of test results (or a typical result), the repeatability for 
that range (or level) and the reproducibility for that range (or 
level) as illustrated below. 

1 Range or level I r l R I  
From _. .  to _ _ _  
From ...  to .. .  
From ...  to .. .  

18.3 A statement should be added linking the precision to 
the difference between two results and to the 95 % probability 
level. A suggested wording is as follows : 

"The difference between two single results found on iden- 
tical test material by one analyst using the same apparatus 
within a short time-interval will exceed the repeatability on 
average not more than once in 20 cases in the normal and 
correct operation of the method. 

The difference between two single and independent results 
found by two operators working in different laboratories on 
identical test material will exceed the reproducibility on 
average not more than once in 20 cases in the normal and 
correct operation of the method." 

18.4 A statement can optionally be added that both results 
shall be considered suspect if the repeatability or reproduci- 
bility, as appropriate, is exceeded. Statements regarding 
subsequent actions, for example, repetition of the test, may 
also be included in the section on precision. 

18.5 In general, a brief mention of the precision experiment 
should be added to the precision section, possibly as a foot- 
note. A suggested wording is as follows : 

"The precision data were determined from an experiment 
conducted in (year) involving (pi laboratories and (qi 
levels." 

19 Other critical differences derivable from 
r a n d  R 

19.1 The critical differences, as stated in 3.2, are for 95 % 
probability levels. It is, however, possible to derive the critical 
differences for other probability levels, and in general, the form 
will be used that for a critical difference at P % probability is 
written : 

Cr i l p (  ... ) = 

19.1.1 
other than 95 YO 

Critical difference fo r  probabil ity levels 

These can be obtained by multiplying the critical differences for 
a level of 95 % by the multiplying factors given in the table 
below. 

Mult ip ly ing factors fo r  f inding crit ical differences for  
probabil ity levels other than 95 YO 

1,64512 = 0,82 
2,00012 = 1.00 
2,32612 = 1,16 
2,57612 = 1,29 

99,5 2,80712 = 1,40 

These multiplying factors result from the assumption that the 
distribution of the components B and e in the model of 5.1 are 
normal or approximately normal. 

19.2 As defined in 3.1 and 18.3, the uses of r and R are 
limited to the cases of two single determinations, under either 
repeatability or reproducibility conditions. It is possible, 
however, to derive from r and R critical differences for cases 
other than two single determinations. These are derived below 
always for the 95 % probability level, and imply that 
laboratories are effectively selected at random from all the 
laboratories likely to use the method. For other probability 
levels, the factors in the table in 19.1.1 can be used. 

19.2.1 
laboratory 

More  than two determinations carried ou t  in one 

If in one laboratory under repeatability conditions two groups 
of tests are performed, the first group on ni tests giving an 
average of Fi and the second group of ng tests giving an 
average of 72, then 

1 
Cr D,, ( Y i  - 7 2  1> = r i t  + . . . (13) 

NOTE - If ni and n2 are both unity, this reduces to r ,  as expected. 
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19.2.2 Two laboratories each doing more than one 
determination 

If one laboratory performs nl  determinations with mean value 
yi, while the second laboratory performs n2 determinations 
with mean value 72, then 

CrDg5(& - j 2 ; ) = / / R 2 - P ( I  - -  2 n l  -__ 2n2 ). . . (14) 

In particular, if nl = n2 = 1, this reduces to R as expected, 

and if nl  = n2 = 2, this reduces to 

19.2.3 Comparison with a reference level for one 
laboratory 

If n determinations performed by one laboratory under 
repeatability conditions produce a mean value ywh ich  is to  be 
compared with a reference value rn, (such as a value specified 
in a contract), assuming that rn = rn,, then 

19.2.4 Comparison with a reference level for several 
laboratories 

If p laboratories have performed ni determinations giving 

averages j ,  and an overall average 

( i  = 1, 2, ..., p )  

the critical difference for comparing this overall average with a 
reference value m,, assuming that m = m,, is 

19.2.5 When in comparing two averages or a single average 
with a reference value the absolute difference exceeds the cor- 
responding critical difference as given above, then the dif- 
ference should be considered as suspect; there may be an 
assignable cause and this should be investigated. In particular, 
when the reference value in 19.2.4 is a true value, a suspect dif- 
ference may indicate that the test method has a bias (see 
5.2.2). 

e 

M Practical applications 

Practical applications of repeatability and reproducibility, in- 
cluding procedures to be followed when a difference between 
observations exceeds the repeatability or reproducibility 
criteria, will be the subject of a future International Standard. 
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Section five : Examples 

21 Introduction 

21 . I  In a report on the results of a precision experiment, full 
details should be given concerning the standard specifying the 
test method and the way the samples have been prepared. In 
most of the examples of this section, that information is 
missing. In the literature, data are often used to illustrate the 
statistical analysis, and the test method by which they were 
obtained is immaterial and not mentioned. 

21.2 Thus, the main purpose of the examples of this section 
is to show how the analysis by the step-by-step procedure of 
clause 16 works out in practice. In addition, however, these ex- 
amples show that this systematic analysis does not always tell 
the complete story. Not infrequently, an attentive statistician 
will notice peculiarities in the data that are not covered by the 
tests prescribed in clauses 12 and 13 and this will induce him to 
apply some further criteria or graphical presentation. It is im- 
possible in a standard like the present one to cover all possible 
variations and a few examples must suffice. They demonstrate 
why the analysis should preferably be carried out by a statisti- 
cian experienced in the analysis of experimental data. 

21.3 
follows : 

A brief review of the four case studies presented below 

Clause 22 : 16 laboratories, 4 levels, duplicate test results. 
There is one empty cell and one missing test result. A tally of 
the ranges points to a lack of normality which might warrant 
further investigation. 

Clause 23 : 9 laboratories, 5 levels, duplicate test results. 
One laboratory is rejected as an outlying laboratory, and the 
data of one other cell are rejected because the data and ad- 
ditional information indicate that a wrong sample may have 
been analysed. r a n d  R are strongly dependent on m, and it is 
difficult to decide which is the best formula to be adopted. 

e 

Clause 24 : 8 laboratories, 4 levels, the numbers of test results 
per cell vary from 3 to 5. 
There are no outliers. The results indicate a dependence of r 
and R on m .  but this is not quite certain. The panel should 
decide on the basis of existing experience. 

Clause 25 : A split-level experiment with 25 laboratories and 1 
level. 
This is an example where there is no problem. 

22 
pitch 

Determination of the softening point of 

22.1 Background 

22.1.1 Source 

Standard methods for testing tar and its products. 6thJ7th 
edition. STPTC pitch section (Method PT3 using neutral 
glycerin). [51 

22.1.2 Material 

Selected from commercial batches of pitch collected and 
prepared as specified on page 501 of the source manual. 

22.1.3 Description 

This was the determination of a physical property involving 
temperature measurement in degrees Celsius. Sixteen 
laboratories co-operated, and it was intended to test four 
specimens at about 87,5 - 92,5 - 97.5 and 102,5 OC to cover 
the normal range of products, but the wrong material was 
chosen for specimen 2 with a mean temperature of about 
96 O C ,  similiar to specimen 3. Laboratory 5 applied the method 
incorrectly at first on specimen 2 (the first one they tested) and 
there was then insufficient material left for more than one 
determination. Laboratory 8 found they did not have specimen 
1 (they had specimen 4 in duplicate). 

22.2 Inspection of table 22A for suspect entries 

There are no obvious stragglers or statistical outliers and no 
statistical tests are required at this stage. 
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90,30 
89,75 
87.75 
88.85 
89,50 
89.50 
88.55 
- 

89,25 
85,90 
86.00 
87,W 
90,70 
87,65 
87,55 
86.90 

Table 22A - Original test results (yak, "c) 

97,lO 
97,85 
96,15 
97,15 

9 7 9  
97,05 
96,75 
96,15 
95,lO 
93,30 
95.60 
98,85 
96,25 
95,lO 
94.10 

- 

1 2 3 4 Level j 

Laboratory 1 2 1 1 2 

104,O 
103.6 
99,5 

103.5 
100,2 
102.0 
102,2 
103,9 
102,o 
100.8 
97,8 

101,2 
105,6 
101,8 
100.9 
99.8 

1 

104.0 
102.6 
103.0 
102.5 
101,o 
102,2 
102,8 
102.6 
102,8 
99.8 
98.2 

101,7 
104,5 
105,2 
101,5 
99.5 

2 

97.2 
97.2 
94.5 
97.5 

97.2 
97,5 
97.5 
963  
95.0 
93.4 
95.4 
99,5 
95,5 
95,2 
93,2 

- 

2 

1 91 ,O 
89,7 
88.0 
89.2 
89.0 
88,5 
88.9 

90.1 
86.0 
87,6 
882 
91 ,O 
87.5 
87,5 
883 

- 

89,6 
89.8 
87.5 
88.5 
90,O 
90.5 
88.2 

88.4 
85.8 
84,4 
87.4 
90.4 
87.8 
87,6 
85,O 

~ 

97,O 
98.5 
97.8 
96.8 
97.2 
97.8 
96,6 
96,O 
95,5 
95,2 
93.2 
95.8 
98.2 
97,O 
95,O 
95,O 

96,5 
97,2 
94.2 
96.0 
98.2 
99,5 
98.2 
98,4 
98,2 
94.8 
93.6 
95,8 
98,O 
97,l 
97,8 
97,2 

97,O 
97.0 
95.8 
98,O 
98,5 

103.2 
99,0 
97.4 
96,7 
93,O 
93,9 
95.4 
97,O 
96.6 
99.2 
97,8 

n 
L 

3 
4 

W 

22.3 Computation and inspection of cell 
variabilities and averages 

Comparing with the critical values of table 1, we tind that no 
value exceeds 0,452, the 5 YO critical value for p = 16 and 
n = 2, hence no stragglers or statistical outliers are detected. 

22.3.1 Cell ranges (table 22B) 
22.3.2 Cell averages (table 22C) 

In this example there are 2 results per cell and the ranges can be 
used to represent the variability. 

Table 228 - Cell ranges (wu,  "Ci 
Table 22C - Cell averages ( X I ,  OC) 

Level j 3 

96,75 
97,lO 
95,00 
9790 
98,35 

101.35 
98,6û 
97.90 
97,45 
9330 
93,75 
9550 
9 7 9  
96,85 
98,50 
97,w 

4 

104,00 
103.10 
101,25 
103,00 
1OO,60 
102,lO 
102,50 
103,25 
102.40 
1OO,30 
98,OO 

101,45 
105,05 
103,50 
101,20 
99.65 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

I 
JOT€ - The entry for i = 5, j = 2 has been opped (see 14.3). 

Application of Cochran's test leads to the following values of 
the test statistic C : 

Taking j = 3 as an example, Dixon's statistic is 

95,00 -93,75 

98.50 -93,75 
QZ = the larger of j = 1; C = 0,391 (15) 

j = 2; C = 0,424 (15) 
j = 3; C = 0,434 (16) 
j = 4; C = 0,380 (16) 

101,35 -98,50 

101,35 -95.00 
and 

The numbers within parentheses indicate the number of ranges 
included. SO Q z  = 0,449 
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