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Foreword

ISO
Com
ISO

(the International Organization for Standardization) and IEC (the International Electrotechnical
mission) form the specialized system for worldwide standardization. National bodies that are members of

br |IEC participate in the development of International Standards through technical committees

established by the respective organization to deal with particular fields of technical activity. ISO and IEC
techn|cal committees collaborate in fields of mutual interest. Other international organizations, governmental

and

non-governmental, in liaison with ISO and IEC, also take part in the work. In the field of information

technplogy, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1.

Inter|

The
Stan

an In

national Standards are drafted in accordance with the rules given in the ISO/IEC Directives|)Part 2.

ards adopted by the joint technical committee are circulated to national bodies férwoting. Publication as

{ain task of the joint technical committee is to prepare International Standards) Draft International
rnational Standard requires approval by at least 75 % of the national bodies casting a vote.

In exgeptional circumstances, the joint technical committee may propose the publication of a Technical Report
of ong of the following types:

pe 1, when the required support cannot be obtained for the publication of an International Standard,
espite repeated efforts;

o

—

pe 2, when the subject is still under technical development or where for any other reason there is the
Lture but not immediate possibility of an agreement on an.International Standard;

—h

—

pe 3, when the joint technical committee has collected data of a different kind from that which is
ormally published as an International Standard('state of the art”, for example).

=

Technical Reports of types 1 and 2 are subject o review within three years of publication, to decide whether

they

¢an be transformed into International Standards. Technical Reports of type 3 do not necessarily have to

be reyiewed until the data they provide are:considered to be no longer valid or useful.

Attention is drawn to the possibility that some of the elements of this document may be the subject of patent
rights| ISO and IEC shall not be held responsible for identifying any or all such patent rights.

ISO/IEC TR 14496-24, which\is a Technical Report of type 3, was prepared by Joint Technical Committee
ISO/IEC JTC 1, Information-technology, Subcommittee SC 29, Coding of audio, picture, multimedia and
hypenmedia information.

ISO/IEC TR 14496 Consists of the following parts, under the general title Information technology — Coding of
audiotvisual objects:

Rart 4:\Systems
Rart2: Visual

Part 3: Audio

Part 4: Conformance testing

Part 5: Reference software

Part 6: Delivery Multimedia Integration Framework (DMIF)

Part 7: Optimized reference software for coding of audio-visual objects

Part 8: Carriage of ISO/IEC 14496 contents over IP networks
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— Part 9: Reference hardware description

— Part 10: Advanced Video Coding

— Part 11: Scene description and application engine

— Part 12: ISO base media file format

— Part 13: Intellectual Property Management and Protection (IPMP) extensions
— Part 14: MP4 file format

— Part 15: Advanced Video Coding (AVC) file format
— Part 16: Animation Framework eXtension (AFX)
— Part 17: Streaming text format

— Part 18: Font compression and streaming

— Part 19: Synthesized texture stream

— Part 20: Lightweight Application Scene Representation (LASeR) and Simple Aggregation Format (SAF)
— Part 21: MPEG-J Graphics Framework eXtensions (GFX)
— Part 22: Open Font Format

— Part 23: Symbolic Music Representation

— Part 24: Audio and systems interaction
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Information technology — Coding of audio-visual objects —

Part 24:

Audio and systems interaction

1 Scope

This part of ISO/IEC TR 14496 describes the desired joint behavior of MPEG-4 Systems (MPEG-
Format) and MPEG-4 Audio codecs. It is desired that MPEG-4 Audio encoders,and decoders permif
length signals to be encoded to a file (particularly MPEG-4 files) and decoded ‘again to obtain the idg
signal, subject to codec distortions. This will allow the use of audio in systems implementations (partig
MPEG-4 Systems), perhaps with other media such as video, in a deterministic fashion. Most importantl
decoded signal will have nothing “extra” at the beginning or “missing” at-the-end.

This permits:
a) an exact ‘round trip’ from raw audio to encoded file back to raw audio (excepting encoding artifad
b) predictable synchronization between audio and -other media such as video;

c) correct behavior when performing randomzaccess as well as when starting at the beginning
stream;

d) identical behavior when edits aresapplied in the raw domain and the encoded domain (
excepting encoding artifacts).

It is also required that there be predictable interoperability between encoders (as represented by fileg
decoders. There are two kinds ©f,audio ‘offsets’ (or ‘delay’ in the context of transmission): those that
from the encoding process, and those that result from the decoding process. This document is pri
concerned with the latter.

These issues are resolved by the following:

e The handling of composition time stamps for audio composition units is specified. Special ¢
taken-in-the case of compressed data, like HE-AAC coded audio, that can be decoded in a bac
compatible fashion as well as in an enhanced fashion.

o ““Examples are given that show how finite length signals can be encoded to an MPEG-4 fil
decoded again to obtain the identical signal, excepting codec distortions. Most importantl
decoded signal has nothing “extra” at the beginning or “missing” at the end.
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2 Motivating audio composition time stamp handling

For compressed data, like HE-AAC coded audio, which can be decoded by different decoder configurations,
special attention is needed. In this case, decoding can be done in a backward-compatible fashion (AAC only)

as well as in an enhanced fashion (AAC+SBR). In order to insure that timestamps are correct (so that
remains synchronized with other media), the following must considered concerning MPEG-4 System
Audio:

© ISO/IEC 2008 — All rights reserved
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If compressed data permits both backward-compatible and enhanced decoding, and if the decoder is
operating in a backwards-compatible fashion, then the decoder does not have to take any action.
However if the decoder is operating in enhanced fashion such that it is using a post-processor that
inserts some additional delay (e.g., the SBR post-processor in HE-AAC), then it must notify Systems
about the additional time delay incurred relative to the backwards-compatible mode. With the delay
thus indicated, Systems can handle the timestamps of the composition units as needed so as to
compensate for the additional delay.

Specifically for HE-AAC (using anv of the available siagnaling mechanisms ie. _implicit sianalina
T J \ ~J 7 ~J ~J 7 7 L) ~J g7

backward compatible explicit signaling, or hierarchical explicit signaling) the original access unit
timestamps apply to backward-compatible AAC decoding and timestamp adjustment for defay*
compensation is needed in case of AAC+SBR decoding.

Figure¢ 1 shows the composition unit that is generated by an AAC decoder (upper half) and by an- HE-AAC

decod
bitstrg

er operating SBR in dual-rate mode (lower half) when being fed with an access unit ofran HE-AAC
am that employs backward compatible signaling. Note that the composition time stamp~ associated to

said access unit applies to the n-th sample of the composition unit. For the AAC decoder.case, n has the

value
962 ¢
backy

1. For the HE-AAC decoder case, n has the value 962+1 to reflect the additional/algorithmic delay of
amples of the SBR tool at the HE-AAC output sampling rate (which is twice_the:sampling rate of the
bard compatible AAC output).

N
? \/\/ AAC

1024

n=1

f \/\\/ HE-AAC
1 n=963 2048

Figure 1 — Composition unit (audio waveform segment) generated by AAC decoder and HE-AAC

The t
bitstre
comp|
lists g

decoder fed with the same access unit (bitstream frame)

mestamp handling depends on the technology used, and is independent of the profile signaled for either
am or audio decoder. In particular, if the profile is changed between one that permits backward
btible decoding and one that requires enhanced decoding, the timestamps and other structures (e.g. edit
nd pre<roll) are not adjusted.

3 AAC Encoder/Decoder Behavior

3.1

3.141

Example 1: AAC

Overview

Figure 2 shows the AAC encoder and decoder behavior with respect to the association of encoder input
blocks, access units (AU), timestamps and decoder output blocks or composition units (CU). Note that the

input

signal is only two and a fraction blocks long (as indicated by the oscillating waveform). The encoder

© ISO/IEC 2008 — All rights reserved
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essentially extends the waveform at both ends to facilitate encoding of the entire waveform. The ISO Base
Media File Format “helper” information “pre-roll” and “edit-list” facilitate exact reconstruction of the encoded
waveform segment in the case that the compressed data is stored in an MPEG-4 Format file.

The specifics of encoder behavior are non-normative, except that:

e The encoder must produce normative access units.

Py Tha timastamn ascsaociated with those accass unite miuct ha tha tima of tha firet camnla r)f the
e ey .“""'I" T “'. TR . N st bt b sy o T ki add
waveform in the corresponding composition unit.

Time Stamp Value
T1 T2 ) Ts
< lnpm > AAC ENCODER:Behavior
ﬂ - signal \
encoder state at tralllr)g data
start-u required to
p | encode last AU
"preroll"
AU AUT, AUT, AU T,
. AAC DECODER Behavior
| last block
~samples €« Zedit list duration————> remains in
discarded by decod
Systems <— edit\list start ecoader _aS
state variable
Figure 2 — AAC encoder/decoder behavior

In this example the AAC-encoder has a start-up state that represents a virtual 1024 samples that precede the
first block of 1024 \input samples. This virtual 1024 are concatenated with the first 1024 and then are
windowed by the\length 2048 window and encoded into one access unit. The window shifts over by [1024,
such that thenext 1024 samples are shifted in and the oldest 1024 samples are shifted out. This defings the
50% overlap-processing that is inherent in the MDCT and is the reason that the figure associates an alccess
unit with._a>window rather than an input block. Note that some AAC encoders may have a start-up stgte (or
“look-head”) that is considerably more than 1024 samples. It is the responsibility of the system that us¢s the
encoeder, to transfer to the file the correct information (various encoders add 1024 samples, 2048, orf even
2048+64 samples).

On shut-down, the encoder in this example must create an additional one and a fraction blocks of samples
(typically filling the remainder of the block with zero data) in order to form the last windowed segment of 2048
for the MDCT. Without creating the trailing portion of the last MDCT window, the encoder would not encode
the leading portion of the MDCT window, which is valid data.

The decoder produces a composition unit as output for every access unit it receives as input. The edit-list
indicates the desired audio output (that is, the valid samples) from amongst the set of samples in the output
composition units. In this example, the edit list specifies that Systems discard the first 1024 audio samples
(exactly the result from decoding the pre-roll access unit), and also discard the last 256 samples of the
decoded waveform (so that the length of the retained audio segment is 2816 samples). In this way four access

© ISO/IEC 2008 — All rights reserved 3
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units are decoded to obtain an exact representation, within the constraints of lossy coding distortion, of the
input waveform. Syntax in the 1ISO File format can instruct Systems to perform exactly these operation, such
that the desired audio, and only the desired audio is obtained.

The ISO File Format syntax can specify the need for “pre-roll”, and in this example the roll-distance value of
-1 indicates to Systems that it must start the sequence of access units presented to the decoder with the
access unit immediately prior to the access unit whose corresponding compositionBuffer contains the start of
the desired audio. This includes the cases of starting at the beginning of the audio (the start of the edit list),
rand access, or where the user has performed further editing in the encoded domain, The pre-roll syntax is

shown in the next section.

3.1.2| Pre-roll

The detailed pre-roll syntax it shown in Annex A. For this example, the pre-roll box would contain:

Grouping-type = ‘roll’

Entry-count =1

Sample-count = <number of AUs in track>
Group-description-index = 1
Roll-distance = -1

This ipdicates that there is one “pre-roll” group, that one ‘extra’ AU should be-supplied to the decoder, and that
this dpplies no matter where the audio starts playback. Note that Sample-count is equal to the number of
samples (or access units) in the track.

3.1.3| Edit-list
The detailed edit list syntax it shown in Annex A. For this example, the edit list box would contain:

Entry-count =1

Segment-duration = 35 (moviestimescale is typically 1/600 seconds)
Media-Time = 1024 (media timedécale is 48000 kHz)

Media-Rate 1

Note that the edit duration is normally expréssed in movie timescale units and that the edit start is expressed
in media timescale units. The example @bove indicates that there is one edit, its duration is that of the entire
input waveform rounded to the nearest movie timescale value (note that 2816*48000/600 = 35.2), and that the
edit Hegins after the first 1024 samples, or 1024 in media timescale (indicated as “samples discarded by
Systems” in Figure 2). Further-note that the movie timescale could be changed to be equal to the media
timestale (e.g. for audio-only.mevies), thereby removing the rounding problem when specifying edit duration.

Track duration is an integer that indicates the duration of this track (in the timescale indicated in the Movie
Headgr Box). The value-of this field is equal to the sum of the durations of all of the track's edits. If there is no
edit list, then the Quration is the sum of the sample durations, converted into the timescale in the Movie
Headgr Box. If the’duration of this track cannot be determined then duration is set to all 1s (32-bit maxint).

3.1.4| Compressed Information and Decoder behavior

SlnC" GIIUUdUI bChGV;UI ;O IIUt IIUIIIIGt;VU, It |||ay bU :UOO U\Jllfuo;lly tU \JUIIO;dUI thU ;IIfUIIIIat;UII OhUVVII ;II
Figure 3. Here the encoder processing is not indicated, but instead it emphasizes that an access unit has a
time stamp, the access unit is decoded into a composition unit, and the timestamp is the time of the first audio
sample in that composition unit. Given that normative process, the encoder must behave such that the
timestamps on the access units are correct.

The pre-roll and edit-list information carried in the MPEG-4 File then permit the Systems layer to recover the
desired decoded audio segment.
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Time Stamp Value

1 T2 Ts
“preroll AU 1 AU 2 AU 3
AU
Behavior
last’block
remains in
¢ preroll « CU1  »¢ CU2—» <« CU3—» decoder as
Ccu state variable
samples
discarded by
Systems

Figure 3 — AAC decoderdehaviour

3.2 Example 2: HE-AAC

3.2.1 Overview

Figure 4 shows the HE AAC decoder behavior with respect to the access units and associated compq
units. An HE-AAC decoder is essentially an AAC decoder followed by an SBR “post-processing” stags
additional delay imposed by the SBRtool is due to the QMF bank and the data buffers within the SBR {
can be derived by the following.

DelaySBR—Tool = LAnlysisFilter - NAnalyvisChannles + 1 + Delaybuﬁ'er
where
AnalysisChannles = 32 ’ LAnalyszl\'Filter = 320 and Delaybu/ff'er = 6 ! 32 "

This méans that the delay imposed by the SBR tool (at the input sampling rate, i.e., the output samplin
of th&sAAC) is

sition
. The
ool. It

g rate

Delay,, .. =320—32+1+6-32 =481

samples. Typically, the SBR tool runs in the “upsampling” (or “dual rate”) mode, in which case the 481 sample
delay at the AAC sampling rate translates to a 962 sample delay at the SBR output rate. It could also operate
at the same sampling rate as the AAC output (denoted as “downsampled SBR mode”), in which case the

additional delay is only 481 samples at the SBR output rate. There is a “backwards compatible” mode in

which

the SBR tool is neglected and the AAC output is the decoder output. In this case there is no additional delay.

Figure 4 shows the decoder behavior for the most common case in which the SBR tool runs in upsampling

mode and the additional delay is 962 output samples. This delay corresponds to approx. 47 % of the len

gth of

the upsampled AAC frame (after SBR processing). Note that T1 is the timestamp associated with CU 1 after

© ISO/IEC 2008 — All rights reserved
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the delay of 962 samples, that is, the timestamp for the first valid sample of HE AAC output. Further note that
if HE AAC is running in “downsampled SBR mode” or “single-rate” mode, the delay would be 481 samples but
the timestamp would be identical since in single-rate mode the CU’s are half the number of samples so that
the delay is still 47 % of the CU duration.

For all of the available signaling mechanisms (i.e., implicit signaling, backward compatible explicit signaling, or
hierarchical explicit signaling) if the decoder is HE-AAC then it must convey to Systems any additional delay
incurred by SBR processing, otherwise the lack of an indication from the decoder indicates that the decoder is
AAC. Hence, Systems can adjust the timestamps so as to compensate for the additional SBR delay

Time Stamp Value

T, T, T, T,
pre-roll®} 1 AU 1 AU 2 AU 3 AU 4
AU #1
AVAV/\VAVAVAVIVAVAVAV. HE AAC Output
pre-roll | ) CU1— > CU2—»e—CUB >« CU4—>
CU#1 edit list
edit list start duration
samples SBR "dual-rate"
discarded by processing delay
Systems 0f"962 samples

Figure’/4 — HE AAC decoder behavior: dual-rate mode

4 Streaming Considerations

Not sfrictly within\the scope of MPEG, it is nonetheless worth discussing how these issues can be handled in
RTP streaming:vn that context, there is no ‘edit list” and there is also no ability to warn of the need for pre-roll.
The best that.can be done is to send all the access units, but with timestamps that respect the edit list.

Considerthe following example-

e The time-scale of the audio stream, and the sampling rate, are 48000 Hz.
e The file indicates that the ‘desired’ audio starts at sample 65 in the second access unit.
e The desired time of the start of the audio is R on the RTP time-line.
The system sends the first access unit with a timestamp R-64-1024, and the second with a timestamp of R-64.

The client will play out the (undesired) pre-roll data, but the subsequent audio will be in sync with other media,
such as video, as is desired.
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